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Chapter II Algebraic Formulation of 
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Linear Vector Spaces 
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Let us start by defining a linear vector space and listing 
out its properties. In general, a linear vector space consists 
of a set of elements !, !, ",… (called vectors) and a set of 
numbers a, b, c, . . . (called scalars), a set of rules each for 
the addition and multiplication of vectors. 


Linear Vector Spaces 

Definition: A linear vector space V is a set of elements !, !, 
",… called vectors, for which the following properties hold:

 

1. V is closed under addition. This means that if two vectors 
! and ! belong to V then their sum, written as ! + ! , also 
belongs to V . 
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2. A vector ! can be multiplied by a scalar a to yield a 
new, well-defined vector a! that belongs to V , 

Linear Vector Spaces 

3. The addition of vectors is commutative, that is, !+! =! 
+!. 

4. The addition of vectors is associative, that is, !+(!+") = 
(!+!)+". 

5. There exists a unique element called 0 that satisfies ! + 
0 = ! for every element !∈V.  
6. There exists an identity element, E, in V such that E! =! 
for every element !∈V .  
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7. The multiplication of a vector by scalars is associative, 
that is, (ab)! = a(b!). 

8. The multiplication of a vector by a scalar is linear, that 
is, a(!+!) = a! + a! , !(a+b) = a! +b!. 

9. For each ! in V , there exists a unique additive inverse 
(−!) such that !+(−!) = 0. 

Linear Vector Spaces 

If the vectors and the scalars associated with a given 
vector space are real, we say that we are working with a 
real vector space. On the other hand, if the vectors and 
the scalars are complex, then we say that we are working 
with a complex vector space. 




23/09/2022 Jinniu Hu

Linear independence of vectors: Consider a set of n vectors, 
{$1, $2, $3,…, $n}, and their linear combination a1$1 +a2$2 +a3$3 

+...+an$n, where aj= 1,2,3,...,n are all constants. The vectors 
of this set are said to be linearly independent if the 
equation 


Linear Vector Spaces 
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2. A vector ψ can be multiplied by a scalar a to yield a new, well-defined vector aψ that
belongs to V ,

3. The addition of vectors is commutative, that is, ψ +φ = φ +ψ .
4. The addition of vectors is associative, that is, ψ +(φ + χ) = (ψ +φ )+ χ .
5. There exists a unique element called 0 that satisfies ψ + 0 = ψ for every element

ψ ∈V .
6. There exists an identity element, E, in V such that Eψ = ψ for every element ψ ∈V .
7. The multiplication of a vector by scalars is associative, that is, (ab)ψ = a(bψ).
8. The multiplication of a vector by a scalar is linear, that is, a(ψ + φ ) = aψ + aφ ,

ψ(a+ b) = aψ + bψ .
9. For each ψ in V , there exists a unique additive inverse (−ψ) such that ψ + (−ψ)

= 0.

If the vectors and the scalars associated with a given vector space are real, we say that we
are working with a real vector space. On the other hand, if the vectors and the scalars are
complex, then we say that we are working with a complex vector space. The vector spaces
used in quantum mechanics are complex.

Basis and dimension of a linear vector space: Basis in linear vector space In order to
define what we mean by a basis and the dimensionality of a linear vector space, we must
introduce the concept of linear independence of a set of vectors.

Linear independence of vectors: Consider a set of n vectors, {φ1,φ2,φ1,φ3, ...,φn}, and
their linear combination a1φ1 + a2φ2 + a3φ3 + ...+ anφn, where a j, j = 1,2,3, . . . ,n are all
constants. The vectors of this set are said to be linearly independent if the equation

a1φ1 + a2φ2 + a3φ3 + ...+ anφn = 0 (4.1.1)

hold only if a1 = a2 = ... = an = 0. If this condition is not met, we say that the set is
linearly dependent.

Note that if a set of vectors is linearly dependent, one of the vectors can be expressed
as a linear combination of the others. For instance, assume that

aψ + bφ + . . .+ cχ = 0, (4.1.2)

where not all of the scalars are zero. Then one of the vectors can be expressed in terms of
the other vectors as follows. Let a be non-zero. Then, we have

ψ = p φ + . . .+ q χ , (4.1.3)

Consider hold only if a1 =a2 =...=an =0. If this condition is not 
met, we say that the set is linearly dependent. 
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Note that if a set of vectors is linearly dependent, one of 
the vectors can be expressed as a linear combination of the 
others. For instance, assume that 


Linear Vector Spaces 
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where not all of the scalars are zero. Then one of the 
vectors can be expressed in terms of the other vectors as 
follows. Let a be non-zero. Then, we have 
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where

p = −b
a

, . . . ,q = − c
a

. (4.1.4)

Definition: A linear vector space, V , is said to have dimension n, if the maximum number
of linearly independent vectors in V equals n.

If this number n is finite, the linear vector space is called finite. On the other hand, if
it is possible to find any number (as large as possible) of linearly independent vectors in it,
then it is called infinite.

Basis: Any set of n linearly independent vectors, {φi}, i = 1,2,3, . . . ,n, belonging to the
n-dimensional linear vector space, V , is called its basis. The elements, φ1,φ2,φ3, . . ., of this
set are called the basis vectors.

Moreover, a basis is said to be complete if it spans the entire space; that is, there is no
need to introduce any additional basis vector. It also means that every vector ψ of a linear
vector space V , with a complete basis, can be written as a unique linear combination of the
basis vectors:

ψ = c1φ1 + c2φ1 + c3φ3 + ...+ cnφn, (4.1.5)

where the expansion coefficients ci, i = 1,2,3, . . . ,n are called the components of the vector
ψ in the basis {φi}.

Note that the basis may be discrete, i.e., consisting of discrete vectors {φi}, or it may
consist of vectors which are functions of one or more continuous parameters. In the latter
case we have an infinite set of continuous basis vectors and, correspondingly, the vector
space is an infinite dimensional one. For instance, the space of all continuous functions
φi(x), where x takes continuous values in a finite or an infinite interval, constitutes an
example of an infinite dimensional space with continuous basis.

Some examples of linear vector spaces

1. The set of vectors, {!a,!b,!c, . . .}, in the familiar three dimensional space. The addition
of vectors and the multiplication of a vector by a real scalar are defined in accordance
with the rules of vector algebra. The additive unit vector is the null vector!0: !a+!0=!a
for any !a ∈ V . For an arbitrary !a ∈ V there is an additive inverse given by −!a:
!a+(−!a) =!0. All other aforementioned requirements are also satisfied.

2. The set of all continuous function defined on the interval a≤ x≤ b, where a and b are
constants. The addition of vectors and the multiplication by a constant are defined
according to the rules of calculus.

3. The set of n complex numbers placed in a well-defined order: ψ = (ψ1,ψ2,
ψ3, . . . ,ψn). The addition of vectors and the multiplication of a vector by a scalar
are given by
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A linear vector space, V , is said to have dimension n, if the 
maximum number of linearly independent vectors in V 
equals n. 


If this number n is finite, the linear vector space is called 
finite. On the other hand, if it is possible to find any 
number (as large as possible) of linearly independent 
vectors in it, then it is called infinite. 


Linear Vector Spaces 

Basis: Any set of n linearly independent vectors, {$i}, i = 1, 
2, 3,...,n, belonging to the n-dimensional linear vector space, 
V , is called its basis. The elements, $1 , $2 , $3 , . . ., of this 
set are called the basis vectors. 
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Moreover, a basis is said to be complete if it spans the 
entire space; that is, there is no need to introduce any 
additional basis vector. 

It also means that every vector ! of a linear vector space 
V, with a complete basis, can be written as a unique linear 
combination of the basis vectors: 


Linear Vector Spaces 
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where the expansion coefficients ci , i = 1, 2, 3, . . . , n are 
called the components of the vector ! in the basis {$i}. 




23/09/2022 Jinniu Hu

Hilbert Space 

In quantum mechanics, the linear vector spaces are, as a 
rule, infinite-dimensional. The so-called Hilbert space plays 
an exceptional role among all the infinite-dimensional linear 
vector spaces. 


A Hilbert space is equipped with an inner product that is 
essentially positive and allows to introduce metric 
relationship among various quantities. 


In this sense, a Hilbert space is a natural generalization of 
Euclidean spaces to infinite-dimensional spaces. 
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Hilbert Space 

A Hilbert space H is a collection of vectors, !, !, ",... and 
scalars, a, b, c,... that satisfies the following properties. 
1. H is an infinite-dimensional linear vector space, that 

is, it has infinite dimensions and possesses all the 
properties of a linear vector space discussed earlier.


2. There exists in H a real inner product which is finite 
and satisfies all the aforementioned properties. 


3. H is separable.


4. H is complete.
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4.3 Hilbert Space

A Hilbert space H is a collection of vectors, ψ ,φ , χ , . . . and scalars, a,b,c, . . . that satisfies
the following properties.

1. H is an infinite-dimensional linear vector space, that is, it has infinite dimensions
and possesses all the properties of a linear vector space discussed earlier.

2. There exists in H a real inner product which is finite and satisfies all the
aforementioned properties.
Besides these, a Hilbert space satisfies the following specific properties:

3. H is separable. It means that there exists a Cauchy sequence {ψn} ∈ H , n =
1,2,3, ..., such that for every ψ ∈H and ε > 0, there is at least one ψn of the sequence
for which

‖ψ−ψn‖< ε . (4.3.1)

4. H is complete. It means that every Cauchy sequence of elements {ψn} ∈ H
converges to an element of H . In other words, the relation

lim
n,m→∞

‖ψn−ψm‖= 0, (4.3.2)

implies a unique limit ψ ∈H for every Cauchy sequence {ψn} belonging to H ,
that is,

lim
n→∞

‖ψ−ψn‖= 0. (4.3.3)

Examples of Hilbert space:
(i) A set of complex vectors with infinite components:

|ψ〉=





ψ1

ψ2

ψ3

.

.

.

ψn

.

.

.




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Square-Integrable Functions 

A In the case of function spaces, a “vector” element is 
given by a complex function and the scalar product by integrals. 
That is, the scalar product of two functions !(x) and $(x) is 
given by 
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2.2.4 Square-Integrable Functions: Wave Functions
In the case of function spaces, a “vector” element is given by a complex function and the scalar
product by integrals. That is, the scalar product of two functions O�x� and M�x� is given by

�O� M� �
=
O`�x�M�x� dx � (2.21)

If this integral diverges, the scalar product does not exist. As a result, if we want the function
space to possess a scalar product, we must select only those functions for which �O� M� is finite.
In particular, a function O�x� is said to be square integrable if the scalar product of O with
itself,

�O�O� �
=
�O�x��2 dx� (2.22)

is finite.
It is easy to verify that the space of square-integrable functions possesses the properties of

a Hilbert space. For instance, any linear combination of square-integrable functions is also a
square-integrable function and (2.21) satisfies all the properties of the scalar product of a Hilbert
space.
Note that the dimension of the Hilbert space of square-integrable functions is infinite, since

each wave function can be expanded in terms of an infinite number of linearly independent
functions. The dimension of a space is given by the maximum number of linearly independent
basis vectors required to span that space.
A good example of square-integrable functions is the wave function of quantum mechanics,

O�;r � t�. We have seen in Chapter 1 that, according to Born’s probabilistic interpretation of
O�;r � t�, the quantity � O�;r � t� �2 d3r represents the probability of finding, at time t , the particle
in a volume d3r , centered around the point ;r . The probability of finding the particle somewhere
in space must then be equal to 1:

=
� O�;r� t� �2 d3r �

= �*

�*
dx
= �*

�*
dy
= �*

�*
� O�;r� t� �2 dz � 1� (2.23)

hence the wave functions of quantum mechanics are square-integrable. Wave functions sat-
isfying (2.23) are said to be normalized or square-integrable. As wave mechanics deals with
square-integrable functions, any wave function which is not square-integrable has no physical
meaning in quantum mechanics.

2.3 Dirac Notation
The physical state of a system is represented in quantum mechanics by elements of a Hilbert
space; these elements are called state vectors. We can represent the state vectors in different
bases by means of function expansions. This is analogous to specifying an ordinary (Euclid-
ean) vector by its components in various coordinate systems. For instance, we can represent
equivalently a vector by its components in a Cartesian coordinate system, in a spherical coor-
dinate system, or in a cylindrical coordinate system. The meaning of a vector is, of course,
independent of the coordinate system chosen to represent its components. Similarly, the state
of a microscopic system has a meaning independent of the basis in which it is expanded.
To free state vectors from coordinate meaning, Dirac introduced what was to become an in-

valuable notation in quantum mechanics; it allows one to manipulate the formalism of quantum

If this integral diverges, the scalar product does not exist. As 
a result, if we want the function space to possess a scalar 
product, we must select only those functions for which 
(!,$) is finite. In particular, a function !(x) is said to be 
square integrable if the scalar product of ! with itself, 
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equivalently a vector by its components in a Cartesian coordinate system, in a spherical coor-
dinate system, or in a cylindrical coordinate system. The meaning of a vector is, of course,
independent of the coordinate system chosen to represent its components. Similarly, the state
of a microscopic system has a meaning independent of the basis in which it is expanded.
To free state vectors from coordinate meaning, Dirac introduced what was to become an in-

valuable notation in quantum mechanics; it allows one to manipulate the formalism of quantum

is finite
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We have already stated that vector spaces in quantum 
mechanics are complex. Therefore, we assume the elements 
of our n-dimensional linear vector space to be complex. We 
also assume the vector space to have a fixed basis {$i}, i= 
1, 2, 3,...,n. 


Dirac Notation 

Dirac notation: We introduce the notation |!⟩ for a vector ! 
belonging to an n-dimensional linear vector space V, and we 
call it a ket vector or simply a ket. 


In fixed basis {$i}, i = 1, 2, 3,…, n, a ket will be 
characterized by its complex components !i, i = 1, 2, 3,...,n. 
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It is convenient to arrange these components in to a column 
vector and write a ket as a column vector: 


128 Fundamentals of Quantum Mechanics

Solution: Just as in Example 4.1.1, we put aψ1 + bψ2 + cψ3 = 0 and determine the
constants. We get

a




5
0
0



+ b




0

-2
3



+ c




0
0
10



=




5a
−2b
10c



=




0
0
0



 . (4.1.11)

The only set of solutions for the constants is a = b = c = 0. Hence, the given set of vectors
is linearly independent.

Note that, so far, the only condition that has been imposed on the basis vectors is their
linear independence. However, it is desirable to have an orthonormal basis consisting of
basis vectors that are not only pairwise orthogonal but also have unit length. In order to
incorporate these two concepts, we shall have to introduce and define a mathematical
operation called inner product (scalar product) of vectors. We shall discuss that in the
next section.

4.2 Dirac Notation

We have already stated that vector spaces in quantum mechanics are complex. Therefore,
we assume the elements of our n-dimensional linear vector space to be complex. We also
assume the vector space to have a fixed basis {φi}, i = 1,2,3, . . . ,n. For example, in this
basis, a vector ψ belonging to our n-dimensional linear vector space is given by its n
components ψi, i = 1,2,3, . . . ,n, which are complex numbers.

Dirac notation: We introduce the notation |ψ〉 for a vector ψ belonging to an
n-dimensional linear vector space V , and we call it a ket vector or simply a ket. As
mentioned above, in a fixed basis {φi}, i = 1,2,3, . . . ,n, a ket will be characterized by its
complex components ψi, i = 1,2,3, . . . ,n. It is convenient to arrange these components in
to a column vector and write a ket as a column vector:

|ψ〉=





ψ1

ψ2

ψ3

.

.

.
ψn





. (4.2.1)

Dual vector: The familiar notion of a “scalar product” is incorporated by introducing a
dual vector, written as 〈ψ|, for each of the vectors, |ψ〉, of V . In Dirac’s language, it is
called a bra vector. The bra 〈ψ| dual to a ket |ψ〉 is constructed by transposing the ket (that
is, we write it as a row vector) followed by complex conjugation. In other words:

Dual vector: The familiar notion of a “scalar product” is 
incorporated by introducing a dual vector, written as ⟨!|, 

for each of the vectors, |!⟩, of V. 



23/09/2022 Jinniu Hu

Dirac Notation 

In Dirac’s language, it is called a bra vector. The bra ⟨!| 

dual to a ket |!⟩ is constructed by transposing the ket 
(that is, we write it as a row vector) followed by complex 
conjugation. In other words: 
 Algebraic Formulation of Quantum Mechanics 129

If |ψ〉=





ψ1
ψ2
ψ3
.
.
.

ψn





, then 〈ψ|=
(

ψ∗1 ψ∗2 ψ∗3 . . . ψ∗n
)

. (4.2.2)

This method of complex conjugation is known as hermitian conjugation or dagger
operation: 〈ψ| = (|ψ〉)†. There is a one-to-one correspondence between bras
(constructed in this manner) and kets, that is, for a given ket |ψ〉, there is a unique bra
〈ψ|. In addition, the following relations hold good:

(a) If |λ 〉= α|µ〉, then 〈λ |= α∗〈µ|.

(b) If |λ 〉= |αµ〉+β |ν〉, then 〈λ |= α∗〈µ|+β ∗〈ν |.

The set of bras, dual to the kets of V , also forms a linear vector space, which is called the
dual (to V ) vector space. It is denoted as V ∗.

The inner (or, scalar) product: The inner product (also called the scalar product) of two
vectors |ψ〉 and |φ〉 (written as 〈φ |ψ〉) is defined by the following expression:

〈φ |ψ〉=
(

φ ∗1 φ ∗2 φ ∗3 . . . φ ∗n
)





ψ1
ψ2
ψ3
.
.
.

ψn





= (φ ∗1 ψ1 +φ ∗2 ψ2 +φ ∗3 ψ3 + ...+φ ∗n ψn) =
n

∑
i=1

φ ∗i ψi. (4.2.3)

We call 〈φ |ψ〉 a ‘bracket’. Evidently, the procedure is to take the bra, 〈φ | ∈ V ∗,
corresponding to |φ〉 ∈ V and multiply it with the ket |ψ〉 ∈ V according to the rules of
matrix multiplication. Therefore, if |ψ〉 and |φ〉 belong to the same vector space, the
products of the type |ψ〉|φ〉 and 〈ψ|〈φ | are not defined; they are in fact forbidden because
there are no rules in matrix algebra for the multiplication of two column matrices or two
row matrices. However, if |ψ〉 and |φ〉 belong to two different vector spaces, a product of
the type |ψ〉|φ〉 ( 〈ψ|〈φ |) is written as |ψ〉⊗ |φ〉 ( 〈ψ|⊗〈φ |) and understood as the tensor
product of two vectors.
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Dirac Notation 

This method of complex conjugation is known as hermitian 
conjugation or dagger † operation: ⟨!| = (|!⟩)† . 


There is a one-to-one correspondence between bras 
(constructed in this manner) and kets, that is, for a given 
ket |!⟩, there is a unique bra ⟨!|. In addition, the following 

relations hold good: 
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ψ1
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.
.
.

ψn





= (φ ∗1 ψ1 +φ ∗2 ψ2 +φ ∗3 ψ3 + ...+φ ∗n ψn) =
n

∑
i=1

φ ∗i ψi. (4.2.3)

We call 〈φ |ψ〉 a ‘bracket’. Evidently, the procedure is to take the bra, 〈φ | ∈ V ∗,
corresponding to |φ〉 ∈ V and multiply it with the ket |ψ〉 ∈ V according to the rules of
matrix multiplication. Therefore, if |ψ〉 and |φ〉 belong to the same vector space, the
products of the type |ψ〉|φ〉 and 〈ψ|〈φ | are not defined; they are in fact forbidden because
there are no rules in matrix algebra for the multiplication of two column matrices or two
row matrices. However, if |ψ〉 and |φ〉 belong to two different vector spaces, a product of
the type |ψ〉|φ〉 ( 〈ψ|〈φ |) is written as |ψ〉⊗ |φ〉 ( 〈ψ|⊗〈φ |) and understood as the tensor
product of two vectors.

The set of bras, dual to the kets of V , also forms a linear 
vector space, which is called the dual (to V)vector space.

It is denoted as V*. 
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Dirac Notation 

The inner (or, scalar) product: The inner product (also called 
the scalar product) of two vectors |!⟩ and |$⟩ (written as 
⟨$|!⟩) is defined by the following expression: 
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∑
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We call 〈φ |ψ〉 a ‘bracket’. Evidently, the procedure is to take the bra, 〈φ | ∈ V ∗,
corresponding to |φ〉 ∈ V and multiply it with the ket |ψ〉 ∈ V according to the rules of
matrix multiplication. Therefore, if |ψ〉 and |φ〉 belong to the same vector space, the
products of the type |ψ〉|φ〉 and 〈ψ|〈φ | are not defined; they are in fact forbidden because
there are no rules in matrix algebra for the multiplication of two column matrices or two
row matrices. However, if |ψ〉 and |φ〉 belong to two different vector spaces, a product of
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We call ⟨$|!⟩ a ‘bracket’.
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mechanics with ease and clarity. He introduced the concepts of kets, bras, and bra-kets, which
will be explained below.

Kets: elements of a vector space
Dirac denoted the state vector O by the symbol � OO, which he called a ket vector, or simply a
ket. Kets belong to the Hilbert (vector) spaceH, or, in short, to the ket-space.

Bras: elements of a dual space
As mentioned above, we know from linear algebra that a dual space can be associated with
every vector space. Dirac denoted the elements of a dual space by the symbol N �, which he
called a bra vector, or simply a bra; for instance, the element NO � represents a bra. Note: For
every ket � OO there exists a unique bra NO � and vice versa. Again, while kets belong to the
Hilbert spaceH, the corresponding bras belong to its dual (Hilbert) spaceHd .

Bra-ket: Dirac notation for the scalar product
Dirac denoted the scalar (inner) product by the symbol N � O, which he called a a bra-ket. For
instance, the scalar product (M�O) is denoted by the bra-ket NM � OO:

�M� O� �� NM � OO� (2.24)

Note: When a ket (or bra) is multiplied by a complex number, we also get a ket (or bra).

Remark: In wave mechanics we deal with wave functions O�;r � t�, but in the more general
formalism of quantum mechanics we deal with abstract kets � OO. Wave functions, like kets,
are elements of a Hilbert space. We should note that, like a wave function, a ket represents the
system completely, and hence knowing � OO means knowing all its amplitudes in all possible
representations. As mentioned above, kets are independent of any particular representation.
There is no reason to single out a particular representation basis such as the representation in
the position space. Of course, if we want to know the probability of finding the particle at some
position in space, we need to work out the formalism within the coordinate representation. The
state vector of this particle at time t will be given by the spatial wave function N;r� t � OO �
O�;r� t�. In the coordinate representation, the scalar product NM � OO is given by

NM � OO �
=
M`�;r� t�O�;r� t� d3r� (2.25)

Similarly, if we are considering the three-dimensional momentum of a particle, the ket � OOwill
have to be expressed in momentum space. In this case the state of the particle will be described
by a wave function O� ;p� t�, where ;p is the momentum of the particle.

Properties of kets, bras, and bra-kets

� Every ket has a corresponding bra
To every ket � OO, there corresponds a unique bra NO � and vice versa:

� OO z� NO � � (2.26)

There is a one-to-one correspondence between bras and kets:

a � OO � b � MO z� a`NO � � b`NM �� (2.27)

where a and b are complex numbers. The following is a common notation:

� aOO � a � OO� NaO � � a`NO � � (2.28)
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Properties of the inner product: 
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A vector space that also has an inner product is referred to as an inner product space or
Euclidean space.

Properties of the inner product: Let (|ψ〉 , |ψ〉 , |ω〉 , . . . be the vectors belonging to a
complex vector space V and let α and β be complex numbers. Then the inner product
satisfies the following properties:

〈φ |ψ〉= 〈ψ|φ〉∗ . (4.2.4)

If |λ 〉= α|µ〉, then for any ket |ψ〉,

〈λ |ψ〉= 〈ψ|λ 〉∗ = 〈ψ|αµ〉∗ = (α〈ψ|µ〉)∗ = α∗〈ψ|µ〉∗ = α∗〈µ|ψ〉. (4.2.5)

〈ψ| (α |φ〉+β |ω〉) = α 〈ψ |φ〉+β 〈φ |ω〉 , (4.2.6)

(〈αψ|+ 〈βω|) |φ〉= α∗ 〈ψ|φ〉+β ∗ 〈ω|φ〉 , (4.2.7)

〈ψ|ψ〉 ≥ 0. (4.2.8)

In (4.2.8), the equality holds, if and only if |ψ〉 = 0. If the inner product between two
vectors is zero, 〈φ |ψ〉= 0, we say that the vectors are orthogonal.

Norm of a vector: The square root of the inner product of a vector with itself is called the
norm, and is written as:

‖ψ‖=
√
〈ψ|ψ〉. (4.2.9)

A vector |ψ〉 is said to be normalized if its norm is equal to 1:

‖ψ‖=
√
〈ψ|ψ〉= 1. (4.2.10)

Orthonormal and complete basis: An orthonormal basis consists of the basis vectors
{|φi〉}, i = 1,2,3, . . . ,n, which have a unit norm and are pairwise orthogonal:

〈φi|φ j〉= δi j, ‖φi‖=
√
〈φi|φi〉= 1, (4.2.11)

where δi j is the Kronecker delta. The completeness of an orthonormal basis is
mathematically expressed in terms of a closure relation, which is what we are going to
derive.

Let us first assume the basis to be discrete. An arbitrary vector, |ψ〉, belonging to the
linear vector space can be expanded in this basis as

|ψ〉= ∑
i

ci |φi〉, (4.2.12)

If the inner product between two vectors is zero, ⟨$|!⟩ = 0, 
we say that the vectors are orthogonal. 


Norm of a vector: The square root of the inner product of a 
vector with itself is called the norm, and is written as: 
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A vector |!⟩ is said to be normalized if its norm is equal to 
1: 
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which have a unit norm and are pairwise orthogonal: 
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Let us first assume the basis to be discrete. An arbitrary 
vector, |!⟩, belonging to the linear vector space can be 
expanded in this basis as 
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Properties of the inner product: Let (|ψ〉 , |ψ〉 , |ω〉 , . . . be the vectors belonging to a
complex vector space V and let α and β be complex numbers. Then the inner product
satisfies the following properties:

〈φ |ψ〉= 〈ψ|φ〉∗ . (4.2.4)

If |λ 〉= α|µ〉, then for any ket |ψ〉,

〈λ |ψ〉= 〈ψ|λ 〉∗ = 〈ψ|αµ〉∗ = (α〈ψ|µ〉)∗ = α∗〈ψ|µ〉∗ = α∗〈µ|ψ〉. (4.2.5)

〈ψ| (α |φ〉+β |ω〉) = α 〈ψ |φ〉+β 〈φ |ω〉 , (4.2.6)

(〈αψ|+ 〈βω|) |φ〉= α∗ 〈ψ|φ〉+β ∗ 〈ω|φ〉 , (4.2.7)

〈ψ|ψ〉 ≥ 0. (4.2.8)

In (4.2.8), the equality holds, if and only if |ψ〉 = 0. If the inner product between two
vectors is zero, 〈φ |ψ〉= 0, we say that the vectors are orthogonal.

Norm of a vector: The square root of the inner product of a vector with itself is called the
norm, and is written as:

‖ψ‖=
√
〈ψ|ψ〉. (4.2.9)

A vector |ψ〉 is said to be normalized if its norm is equal to 1:

‖ψ‖=
√
〈ψ|ψ〉= 1. (4.2.10)

Orthonormal and complete basis: An orthonormal basis consists of the basis vectors
{|φi〉}, i = 1,2,3, . . . ,n, which have a unit norm and are pairwise orthogonal:

〈φi|φ j〉= δi j, ‖φi‖=
√
〈φi|φi〉= 1, (4.2.11)

where δi j is the Kronecker delta. The completeness of an orthonormal basis is
mathematically expressed in terms of a closure relation, which is what we are going to
derive.

Let us first assume the basis to be discrete. An arbitrary vector, |ψ〉, belonging to the
linear vector space can be expanded in this basis as

|ψ〉= ∑
i

ci |φi〉, (4.2.12)
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Dirac Notation 

where the expansion coefficients ci = ⟨$i|!⟩ are called the 
components of the vector ! in the basis {|$i⟩}. Note that if |

!⟩ is normalized to unity, i.e., ⟨!|!⟩ = 1 then 
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where the expansion coefficients ci = 〈φi|ψ〉 are called the components of the vector ψ in
the basis {|φi〉}. Note that if |ψ〉 is normalized to unity, i.e., 〈ψ|ψ〉= 1 then

〈ψ|ψ〉= ∑
i

∑
j
〈φi|c∗i c j|φ j〉= ∑

i
∑

j
c∗i c j〈φi|φ j〉

= ∑
i

∑
j

c∗i c j δi j = ∑
i
|ci|2 = 1. (4.2.13)

Since 〈φi|ψ〉† = 〈ψ|φi〉, (4.2.13) can be written as

∑
i
|ci|2 = ∑

i
c∗ci = ∑

i
〈ψ|φi〉〈φi|ψ〉= 〈ψ

(

∑
i
|φi〉〈φi|

)
ψ〉= 1. (4.2.14)

Since |ψ〉 is normalized to unity,

∑
i
|φi〉〈φi|= Î. (4.2.15)

The relation (4.2.15) is known as completeness condition or closure relation for the basis
vectors.

In the case of a continuous basis in which the vector functions depend on a continuous
parameter α , the closure relation reads:

∫
dα |φ (α)〉〈φ (α)|= Î. (4.2.16)

We shall always assume that we have an orthonormal and complete basis in our linear
vector space unless stated otherwise.

Finally, let us note that in an orthonormal basis {φi}, i = 1,2,3, . . . ,n, an arbitrary ket,
|ψ〉 (belonging to the vector space) is represented by a column matrix whose elements are
the expansion coefficients ci, i = 1,2,3, . . . ,n:

|ψ〉=





〈φ1|ψ〉
〈φ2|ψ〉
〈φ3|ψ〉
.
.
.
〈φn|ψ〉





=





c1

c2

c3

.

.

.
cn





. (4.2.17)
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.
cn


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. (4.2.17)

 Completeness condition 
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Dirac Notation 

In the case of a continuous basis in which the vector 
functions depend on a continuous parameter �, the closure 
relation reads: 


 Finally, let us note that in an orthonormal basis {$i},i = 
1,2,3,...,n, an arbitrary ket, |!⟩ (belonging to the vector 
space) is represented by a column matrix 
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|φi〉〈φi|= Î. (4.2.15)

The relation (4.2.15) is known as completeness condition or closure relation for the basis
vectors.

In the case of a continuous basis in which the vector functions depend on a continuous
parameter α , the closure relation reads:

∫
dα |φ (α)〉〈φ (α)|= Î. (4.2.16)
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Schwarz inequality 

For any two states |!⟩ and |$⟩ of the Hilbert space, we can 
show that 

If |!⟩ and |$⟩ are linearly dependent (i.e., proportional: |!⟩ 
=a |$⟩, where is a scalar), this relation becomes an equality. 
The Schwarz inequality is analogous to the following 
relation of the real Euclidean space 

86 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

� Properties of the scalar product
In quantummechanics, since the scalar product is a complex number, the ordering matters
a lot. We must be careful to distinguish a scalar product from its complex conjugate;
NO � MO is not the same thing as NM � OO:

NM � OO` � NO � MO� (2.29)

This property becomes clearer if we apply it to (2.21):

NM � OO` �
t=

M`�;r� t�O�;r � t� d3r
u`
�
=
O`�;r � t�M�;r� t� d3r � NO � MO� (2.30)

When � OO and � MO are real, we would have NO � MO � NM � OO. Let us list some
additional properties of the scalar product:

NO � a1O1 � a2O2O � a1NO � O1O � a2NO � O2O� (2.31)
Na1M1 � a2M2 � OO � a`1 NM1 � OO � a`2 NM2 � OO� (2.32)

Na1M1 � a2M2 � b1O1 � b2O2O � a`1b1NM1 � O1O � a`1b2NM1 � O2O
� a`2b1NM2 � O1O � a`2b2NM2 � O2O�

(2.33)

� The norm is real and positive
For any state vector � OO of the Hilbert space H, the norm NO � OO is real and positive;
NO � OO is equal to zero only for the case where � OO � O, where O is the zero vector.
If the state � OO is normalized then NO � OO � 1.

� Schwarz inequality
For any two states � OO and � MO of the Hilbert space, we can show that

�NO � MO�2 n NO � OONM � MO� (2.34)

If � OO and � MO are linearly dependent (i.e., proportional: � OO � : � MO, where : is a
scalar), this relation becomes an equality. The Schwarz inequality (2.34) is analogous to
the following relation of the real Euclidean space

� ;A � ;B�2 n � ;A �2 � ;B �2 � (2.35)

� Triangle inequality
S
NO � M � O � MO n

S
NO � OO �

S
NM � MO� (2.36)

If � OO and � MO are linearly dependent, � OO � : � MO, and if the proportionality scalar :
is real and positive, the triangle inequality becomes an equality. The counterpart of this
inequality in Euclidean space is given by � ;A� ;B� n � ;A� � � ;B�.

� Orthogonal states
Two kets, � OO and � MO, are said to be orthogonal if they have a vanishing scalar product:

NO � MO � 0� (2.37)
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Triangle inequality 
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scalar), this relation becomes an equality. The Schwarz inequality (2.34) is analogous to
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� ;A � ;B�2 n � ;A �2 � ;B �2 � (2.35)

� Triangle inequality
S
NO � M � O � MO n

S
NO � OO �

S
NM � MO� (2.36)
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|!⟩ and |$⟩ are said to be orthonormal if they are 
orthogonal and if each one of them has a unit norm: 
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� Orthonormal states
Two kets, � OO and � MO, are said to be orthonormal if they are orthogonal and if each one
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� Forbidden quantities
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below and later on when we discuss the representation in a discrete basis). If � OO and
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Example 2.3
(Note: We will see later in this chapter that kets are represented by column matrices and bras
by row matrices; this example is offered earlier than it should because we need to show some
concrete illustrations of the formalism.) Consider the following two kets:

� OO �
�

#
�3i
2� i
4

�

$ � � MO �
�

#
2
�i
2� 3i

�

$ �

(a) Find the bra NM �.
(b) Evaluate the scalar product NM � OO.
(c) Examine why the products � OO � MO and NM � NO � do not make sense.

Solution
(a) As will be explained later when we introduce the Hermitian adjoint of kets and bras, we

want to mention that the bra NM � can be obtained by simply taking the complex conjugate of
the transpose of the ket � MO:

NM � � �2 i 2� 3i� � (2.39)

(b) The scalar product NM � OO can be calculated as follows:

NM � OO � �2 i 2� 3i�
�

#
�3i
2� i
4

�

$

� 2��3i�� i�2� i�� 4�2� 3i�
� 7� 8i� (2.40)

(c) First, the product � OO � MO cannot be performed because, from linear algebra, the
product of two column matrices cannot be performed. Similarly, since two row matrices cannot
be multiplied, the product NM � NO � is meaningless.
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Observables and Operators 

The measurable physical characteristics of a system, such as 
position, momentum, energy etc, are called observables and 
are represented by operators.


Mathematically, an operator, O, can be defined as a map O : 
V � V that takes a vector, belonging to a vector space V, to 
another vector also belonging to V. 


In general, an operator is characterized by its action on the 
basis vectors of V and hence, in a chosen basis, it is 
represented by a matrix. 
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Observables and Operators 

The action of an arbitrary operator A on a ket |!⟩ ∈ V is 

written as: 
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An operator, representing an observable A, is usually denote by capital letter A with a
hat over it, i.e., by Â. The action of an arbitrary operator Â on a ket |ψ〉 ∈V is written as:

Â |ψ〉= |φ〉 . (4.4.1)

where |φ〉 also belongs to V .
The product of an operator Â and a number (complex) a is an operator aÂ, which takes

a vector |ψ〉 ∈V into the vector a(Âψ〉) ∈V :

(aÂ)|ψ〉= a(Â|ψ〉. (4.4.2)

The sum, Ĉ, of two operators Â and B̂ is defined as

Ĉ |ψ〉= (Â+ B̂) |ψ〉= Â |ψ〉+ B̂ |ψ〉 . (4.4.3)

It means that we act on |ψ〉 with Â and B̂ one-by-one and then add up the results. The new
vector, thus obtained, is the vector that would result, if we act on |ψ〉 directly with Ĉ.

The operators in quantum mechanics are linear. An operator Â is said to be linear on
V if for given complex scalars α and β in C and vectors |ψ〉 and |φ〉 in V , the following
holds

Â(α |ψ〉+β |φ〉) = αÂ |ψ〉+β Â |φ〉 . (4.4.4)

The product of two linear operators Â and B̂ acts on a vector in the following manner:

(ÂB̂) |ψ〉= Â(B̂ |ψ〉). (4.4.5)

It means that the product operator ÂB̂ acting on the ket |ψ〉 transforms it into another ket
|φ〉, which is obtained by first applying B̂ to |ψ〉 and then acting on the resulting ket by Â.
In other words, if B̂ |ψ〉= |χ〉, we have

(ÂB̂) |ψ〉= Â(B̂ |ψ〉) = Â |χ〉= |φ〉 . (4.4.6)

In general, the product of two operators is not commutative, i.e.,

ÂB̂ #= B̂Â. (4.4.7)

The difference (ÂB̂− B̂Â) is an operator, called the commutator of the operators Â and B̂,
which is written as

[Â, B̂] = ÂB̂− B̂Â. (4.4.8)

The product of an operator A and a number (complex) a is 
an operator aA, which takes a vector |!⟩ ∈ V into the 

vector a(A!⟩) ∈ V : 
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It means that the product operator ÂB̂ acting on the ket |ψ〉 transforms it into another ket
|φ〉, which is obtained by first applying B̂ to |ψ〉 and then acting on the resulting ket by Â.
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ÂB̂ #= B̂Â. (4.4.7)
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which is written as
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Observables and Operators 

Consider an operator A acting in V 


Let us introduce an operator A† which acts in dual space V∗ 

by taking the bra ⟨!|, 
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The operator (ÂB̂+ B̂Â) is called the anticommutator of the operators Â and B̂. It is written
as

[Â, B̂]+ = ÂB̂+ B̂Â. (4.4.9)

Up till now we have talked about the operators acting in the linear vector space V of ket
vectors. In an exactly analogous way, one can introduce operators acting in the linear vector
space V ∗ of bra vectors. Consider an operator Â acting in V

|φ〉= Â|ψ〉. (4.4.10)

Let us introduce an operator Â† which acts in dual space V ∗ by taking the bra 〈ψ|,
corresponding to the ket |ψ〉, into the bra 〈φ |, corresponding to |φ〉:

〈φ |= 〈ψ|Â†. (4.4.11)

The operator Â† is called the operator hermitian conjugate (adjoint) to the operator Â. By
definition, a conjugate operator acts on the bra vectors from right. In other words, an
operator Â stands to the left of a ket, while the hermitian conjugate operator Â† stands to
the right of the corresponding bra. Therefore, by definition, Â |ψ〉 and 〈ψ| Â† are valid
expressions, but Â〈ψ| and |ψ〉Â† are not.

Multiplying (4.4.10) from left by 〈χ| and (4.4.11) from right by |χ〉 and comparing the
left hand-sides of the resulting equations, we arrive at an important result:

〈ψ|Â†|χ〉∗ = 〈χ|Â|ψ〉. (4.4.12)

Equation (4.4.11) can be taken to be the defining equation for the operator Â†, conjugate
(adjoint) to the operator Â. Note that (4.4.11) is completely equivalent to the definition of
a hermitian conjugate operator given in Chapter 2 (see (2.3.1)).

The identity operator: The simplest operator of all is the identity operator, Î, which does
nothing to a ket:

Î |ψ〉= |ψ〉 . (4.4.13)

Outer product: The outer product between a ket and a bra is written as:

|ψ〉〈φ | . (4.4.14)

This expression is an operator. If we apply it to a ket |χ〉, it produces a new ket that is
proportional to |ψ〉

(|ψ〉〈φ |) |χ〉= |ψ〉〈φ |χ〉 . (4.4.15)
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the right of the corresponding bra. Therefore, by definition, Â |ψ〉 and 〈ψ| Â† are valid
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Operators 

Unity operator: it leaves any ket unchanged 

The gradient operator: 

The linear momentum operator: 

The Laplacian operator: 

2.4. OPERATORS 89

(d) First, let us use (2.41) and (2.42) to calculate NO � N � O � NO:

NO � N � O � NO � [��1� 3i�NM1 � �5iNM2 �] [��1� 3i� � M1O � 5i � M2O]
� ��1� 3i���1� 3i�� �5i���5i�
� 35� (2.48)

Since NO � OO � 58 and NN � NO � 5, we infer that the triangle inequality (2.36) is satisfied:
T
35 �

T
58�

T
5 >"

S
NO � N � O � NO �

S
NO � OO �

S
NN � NO� (2.49)

Example 2.5
Consider two states �O1O � 2i �M1O��M2O�a�M3O�4�M4O and �O2O � 3�M1O�i �M2O�5�M3O��M4O,
where �M1O, �M2O, �M3O, and �M4O are orthonormal kets, and where a is a constant. Find the value
of a so that �O1O and �O2O are orthogonal.

Solution
For the states �O1O and �O2O to be orthogonal, the scalar product NO2 � O1O must be zero. Using
the relation NO2 � � 3NM1� � iNM2� � 5NM3� � NM4�, we can easily find the scalar product

NO2 � O1O � �3NM1� � iNM2� � 5NM3� � NM4�� �2i �M1O � �M2O � a�M3O � 4�M4O�
� 7i � 5a � 4� (2.50)

Since NO2 � O1O � 7i � 5a � 4 � 0, the value of a is a � �7i � 4��5.

2.4 Operators

2.4.1 General Definitions
Definition of an operator: An operator1 
A is a mathematical rule that when applied to a ket
� OO transforms it into another ket � O )O of the same space and when it acts on a bra NM �
transforms it into another bra NM) �:


A � OO � � O )O� NM � 
A � NM) � � (2.51)

A similar definition applies to wave functions:


AO�;r� � O )�;r�� M�;r� 
A � M)�;r�� (2.52)

Examples of operators
Here are some of the operators that we will use in this text:

� Unity operator: it leaves any ket unchanged, 
I � OO � � OO.
� The gradient operator: ;VO�;r� � �"O�;r��"x�;i � �"O�;r��"y� ;j � �"O�;r��"z�;k.
1The hat on 
A will be used throughout this text to distinguish an operator 
A from a complex number or a matrix A.
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A is a mathematical rule that when applied to a ket
� OO transforms it into another ket � O )O of the same space and when it acts on a bra NM �
transforms it into another bra NM) �:


A � OO � � O )O� NM � 
A � NM) � � (2.51)

A similar definition applies to wave functions:


AO�;r� � O )�;r�� M�;r� 
A � M)�;r�� (2.52)

Examples of operators
Here are some of the operators that we will use in this text:

� Unity operator: it leaves any ket unchanged, 
I � OO � � OO.
� The gradient operator: ;VO�;r� � �"O�;r��"x�;i � �"O�;r��"y� ;j � �"O�;r��"z�;k.
1The hat on 
A will be used throughout this text to distinguish an operator 
A from a complex number or a matrix A.90 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

� The linear momentum operator: ;PO�;r� � �i �h ;VO�;r�.
� The Laplacian operator: V2O�;r� � "2O�;r��"x2 � "2O�;r��"y2 � "2O�;r��"z2.
� The parity operator: 
PO�;r� � O��;r�.

Products of operators
The product of two operators is generally not commutative:


A 
B /� 
B 
A� (2.53)

The product of operators is, however, associative:


A 
B 
C � 
A� 
B 
C� � � 
A 
B� 
C� (2.54)

We may also write 
An 
Am � 
An�m . When the product 
A 
B operates on a ket � OO (the order
of application is important), the operator 
B acts first on � OO and then 
A acts on the new ket
�B � OO�:


A 
B � OO � 
A� 
B � OO�� (2.55)

Similarly, when 
A 
B 
C 
D operates on a ket � OO, 
D acts first, then 
C , then 
B, and then 
A.
When an operator 
A is sandwiched between a bra NM � and a ket � OO, it yields in general

a complex number: NM � 
A � OO � complex number. The quantity NM � 
A � OO can also be a
purely real or a purely imaginary number. Note: In evaluating NM � 
A � OO it does not matter if
one first applies 
A to the ket and then takes the bra-ket or one first applies 
A to the bra and then
takes the bra-ket; that is �NM � 
A� � OO � NM � � 
A � OO�.
Linear operators
An operator 
A is said to be linear if it obeys the distributive law and, like all operators, it
commutes with constants. That is, an operator 
A is linear if, for any vectors � O1O and � O2O and
any complex numbers a1 and a2, we have


A �a1 � O1O � a2 � O2O� � a1 
A � O1O � a2 
A � O2O� (2.56)

and
�NO1 � a1 � NO2 � a2� 
A � a1NO1 � 
A � a2NO2 � 
A� (2.57)

Remarks

� The expectation or mean value N 
AO of an operator 
A with respect to a state � OO is defined
by

N 
AO � NO � 
A � OO
NO � OO � (2.58)

� The quantity � MONO � (i.e., the product of a ket with a bra) is a linear operator in Dirac’s
notation. To see this, when � MONO � is applied to a ket � O )O, we obtain another ket:

� MONO � O )O � NO � O )O � MO� (2.59)

since NO � O )O is a complex number.
� Products of the type � OO 
A and 
ANO � (i.e., when an operator stands on the right of a ket
or on the left of a bra) are forbidden. They are not operators, or kets, or bras; they have
no mathematical or physical meanings (see equation (2.219) for an illustration).
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N 
AO � NO � 
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� The quantity � MONO � (i.e., the product of a ket with a bra) is a linear operator in Dirac’s
notation. To see this, when � MONO � is applied to a ket � O )O, we obtain another ket:
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since NO � O )O is a complex number.
� Products of the type � OO 
A and 
ANO � (i.e., when an operator stands on the right of a ket
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An 
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B acts first on � OO and then 
A acts on the new ket
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A� 
B � OO�� (2.55)

Similarly, when 
A 
B 
C 
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C , then 
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Remarks

� The expectation or mean value N 
AO of an operator 
A with respect to a state � OO is defined
by

N 
AO � NO � 
A � OO
NO � OO � (2.58)

� The quantity � MONO � (i.e., the product of a ket with a bra) is a linear operator in Dirac’s
notation. To see this, when � MONO � is applied to a ket � O )O, we obtain another ket:

� MONO � O )O � NO � O )O � MO� (2.59)

since NO � O )O is a complex number.
� Products of the type � OO 
A and 
ANO � (i.e., when an operator stands on the right of a ket
or on the left of a bra) are forbidden. They are not operators, or kets, or bras; they have
no mathematical or physical meanings (see equation (2.219) for an illustration).
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Remarks

� The expectation or mean value N 
AO of an operator 
A with respect to a state � OO is defined
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NO � OO � (2.58)
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no mathematical or physical meanings (see equation (2.219) for an illustration).
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Remarks
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AO of an operator 
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by

N 
AO � NO � 
A � OO
NO � OO � (2.58)
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no mathematical or physical meanings (see equation (2.219) for an illustration).
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or on the left of a bra) are forbidden. They are not operators, or kets, or bras; they have
no mathematical or physical meanings (see equation (2.219) for an illustration).
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2.4.2 Hermitian Adjoint

The Hermitian adjoint or conjugate2, :†, of a complex number : is the complex conjugate of

this number: :† � :`. The Hermitian adjoint, or simply the adjoint, 
A†, of an operator 
A is
defined by this relation:

NO � 
A† � MO � NM � 
A � OO`� (2.60)

Properties of the Hermitian conjugate rule
To obtain the Hermitian adjoint of any expression, we must cyclically reverse the order of the
factors and make three replacements:

� Replace constants by their complex conjugates: :† � :`.

� Replace kets (bras) by the corresponding bras (kets): �� OO�† � NO � and �NO ��† � � OO.
� Replace operators by their adjoints.

Following these rules, we can write

� 
A†�† � 
A� (2.61)

�a 
A�† � a` 
A†� (2.62)

� 
An�† � � 
A†�n� (2.63)

� 
A� 
B � 
C � 
D�† � 
A† � 
B† � 
C† � 
D†� (2.64)

� 
A 
B 
C 
D�† � 
D† 
C† 
B† 
A†� (2.65)

� 
A 
B 
C 
D � OO�† � NO � D†C†B†A†� (2.66)

The Hermitian adjoint of the operator � OONM � is given by

�� OONM ��† �� MONO � � (2.67)

Operators act inside kets and bras, respectively, as follows:

� : 
AOO � : 
A � OO� N: 
AO � � :`NO � 
A†� (2.68)

Note also that N: 
A†O � � :`NO � � 
A†�† � :`NO � 
A. Hence, we can also write:

NO � 
A � MO � N 
A†O � MO � NO � 
A MO� (2.69)

Hermitian and skew-Hermitian operators

An operator 
A is said to be Hermitian if it is equal to its adjoint 
A†:


A � 
A† or NO � 
A � MO � NM � 
A � OO`� (2.70)

2The terms “adjoint” and “conjugate” are used indiscriminately.
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2The terms “adjoint” and “conjugate” are used indiscriminately.On the other hand, an operator B is said to be skew-
Hermitian or anti-Hermitian if 
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On the other hand, an operator 
B is said to be skew-Hermitian or anti-Hermitian if


B† � � 
B or NO � 
B � MO � �NM � 
B � OO`� (2.71)

Remark
The Hermitian adjoint of an operator is not, in general, equal to its complex conjugate: 
A† /�

A`.

Example 2.6

(a) Discuss the hermiticity of the operators � 
A � 
A†�, i� 
A � 
A†�, and i� 
A � 
A†�.
(b) Find the Hermitian adjoint of f � 
A� � �1� i 
A� 3 
A2��1� 2i 
A � 9 
A2���5� 7 
A�.
(c) Show that the expectation value of a Hermitian operator is real and that of an anti-

Hermitian operator is imaginary.

Solution
(a) The operator 
B � 
A � 
A† is Hermitian regardless of whether or not 
A is Hermitian,

since

B† � � 
A� 
A†�† � 
A† � 
A � 
B� (2.72)

Similarly, the operator i� 
A � 
A†� is also Hermitian; but i� 
A � 
A†� is anti-Hermitian, since
[i� 
A� 
A†�]† � �i� 
A � 
A†�.
(b) Since the Hermitian adjoint of an operator function f � 
A� is given by f †� 
A� � f `� 
A†�,

we can write
�
�1� i 
A � 3 
A2��1� 2i 
A � 9 
A2�

5� 7 
A

�†
� �1� 2i 
A† � 9 
A†

2
��1� i 
A† � 3 
A†

2
�

5� 7 
A†
� (2.73)

(c) From (2.70) we immediately infer that the expectation value of a Hermitian operator is
real, for it satisfies the following property:

NO � 
A � OO � NO � 
A � OO`� (2.74)

that is, if 
A† � 
A then NO � 
A � OO is real. Similarly, for an anti-Hermitian operator, 
B† � � 
B,
we have

NO � 
B � OO � �NO � 
B � OO`� (2.75)
which means that NO � 
B � OO is a purely imaginary number.

2.4.3 Projection Operators

An operator 
P is said to be a projection operator if it is Hermitian and equal to its own square:

P† � 
P� 
P2 � 
P� (2.76)

The unit operator 
I is a simple example of a projection operator, since 
I† � 
I � 
I 2 � 
I .
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6. Using these results, it is easy to prove that
(
ÛF̂Û†)n

= ÛF̂nÛ†, (4.7.21)

Û f (F̂ , Ĝ, Ĥ, ...)Û† = f (ÛF̂Û†,ÛĜÛ†,ÛĤÛ†, ...) = f (F̂ ′, Ĝ′, Ĥ ′), (4.7.22)

for any number of operators F̂ , Ĝ, Ĥ and so on.

Therefore, we conclude that a unitary transformation does not change the physics of the
system. It only transforms one description into another physically equivalent description.

4.8 The Projection Operator

An operator P̂ is said to be a projection operator if it is hermitian and equal to its own
square

P̂ = P̂†, P̂2 = P̂. (4.8.1)

Clearly, the unit operator Î satisfies these properties and is an example of a projection
operator.

Consider an operator, Â, equal to the outer product of a ket and its corresponding bra:

Â = |φ〉〈φ |. (4.8.2)

By definition it acts on a ket |ψ〉 through the rule

Â|ψ〉= (|φ〉〈φ |) |ψ〉= |φ〉 〈φ |ψ〉. (4.8.3)

The claim is that if |φ〉 is normalized to unity, the operator Â is a projection operator. Let
us check it. We have

ˆ̂A† = {|φ〉〈φ |}† = |φ〉〈φ |= ˆ̂A, (4.8.4)

and

ˆ̂A2 = {|φ〉〈φ |}{|φ〉〈φ |}= |φ〉{〈φ |φ〉}〈φ |. (4.8.5)

So, if 〈φ |φ〉= 1,

ˆ̂A2 = |φ〉〈φ |= ˆ̂A. (4.8.6)

Since both the required properties are satisfied, Â = |φ〉〈φ | is a projection operator. That
is Â = P̂.

Clearly, the unit operator I satisfies these properties and is 
an example of a projection operator. 


Consider an operator, A, equal to the outer product of a 
ket and its corresponding bra: 
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and

ˆ̂A2 = {|φ〉〈φ |}{|φ〉〈φ |}= |φ〉{〈φ |φ〉}〈φ |. (4.8.5)

So, if 〈φ |φ〉= 1,

ˆ̂A2 = |φ〉〈φ |= ˆ̂A. (4.8.6)

Since both the required properties are satisfied, Â = |φ〉〈φ | is a projection operator. That
is Â = P̂.

By definition it acts on a ket |�⟩ through the rule 
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Â = |φ〉〈φ |. (4.8.2)

By definition it acts on a ket |ψ〉 through the rule
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The Projection Operator 

The claim is that if |"⟩ is normalized to unity, the operator 
A is a projection operator. 


Consider the sum of two projection operators P1 and P2.
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Let us mention here that using the closure relation and the definition of the projection
operator, we can rewrite the expansion of a general ket in terms of the basis kets. We have

|ψ〉=
(

∑
i
|φi〉〈φi|

)
|ψ〉= ∑

i
|φi〉〈φi|ψ〉= ∑

i
ci |φi〉, (4.8.7)

where ci = 〈φi|ψ〉, as earlier, are the components of the ket in the basis {|φi〉}. As
mentioned in the section 4.2, these components are arranged in to a column and the ket is
written as a column vector. Since a Hilbert space is an infinite dimensional vector space, a
ket will have an infinite number of components which can again be arranged into a
column and the ket can be represented as a column vector with infinite number of rows.
This is what we did in section 4.3 while discussing the concept of a Hilbert space.

Consider the sum of two projection operators P̂1 and P̂2: P̂ = P̂1 + P̂2. Let us check
whether this can be a projection operator or not. Since P̂1 and P̂2 are projection operators,
P̂† = (P̂1 + P̂2)† = P̂†

1 + P̂†
2 = P̂1 + P̂2 = P̂. So, P̂ is hermitian. Let us check the second

property. We have

P̂2 = P̂2
1 + P̂2

2 + P̂1P̂2 + P̂2P̂1. (4.8.8)

We see that only if P̂1P̂2 = P̂2P̂1 = 0, we have P̂2 = P̂. Therefore, we conclude that the sum
of two projection operators P̂1 and P̂2 is a projection operator if and only if their product is
zero.

Two projection operators are said to be orthogonal if their product is zero. Thus, the
sum of two projection operators P̂1 and P̂2 is a projection operator if and only P̂1 and P̂2 are
orthogonal.

It is easy to check that for a sum of projection operators P̂1 + P̂2 + P̂2 + . . . to be a
projection operator, it is necessary and sufficient that these projection operators be mutually
orthogonal.

Consider the product of two projection operators P̂ = P̂1P̂2. We want to find out the
condition under which this product is a projection operator. Since P̂1 and P̂2 are projection
operators, we have

P̂† = (P̂1P̂2)
† = P̂†

2 P̂†
1 = P̂2P̂1, (4.8.9)

P̂2 = (P̂1P̂2)
2 = P̂1P̂2P̂1P̂2 = P̂1(P̂2P̂1)P̂2. (4.8.10)

It is quite clear from the aforementioned equations that P̂ will satisfy the required properties
for being a projection operator only if P̂1 and P̂2 commute. It is also clear that, if P̂1 and
P̂2 commute, P̂ does satisfy the required properties for being a projection operator. Thus,
for the product of two projection operators to be a projection operator, it is necessary and
sufficient that the two projection operators commute.

It is quite clear from the aforementioned equations that P 
will satisfy the required properties for being a projection 
operator only if P1 and P2 commute. It is also clear that, if P1 

and P2 commute, P does satisfy the required properties for 
being a projection operator. 
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The commutator of two operators A and B, denoted by [A, B], 
is defined by 
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Properties of projection operators

� The product of two commuting projection operators, 
P1 and 
P2, is also a projection
operator, since

� 
P1 
P2�† � 
P†2 
P
†
1 � 
P2 
P1 � 
P1 
P2 and � 
P1 
P2�2 � 
P1 
P2 
P1 
P2 � 
P21 
P22 � 
P1 
P2�

(2.77)

� The sum of two projection operators is generally not a projection operator.
� Two projection operators are said to be orthogonal if their product is zero.
� For a sum of projection operators 
P1 � 
P2 � 
P3 � � � � to be a projection operator, it is
necessary and sufficient that these projection operators be mutually orthogonal (i.e., the
cross-product terms must vanish).

Example 2.7
Show that the operator � OONO � is a projection operator only when � OO is normalized.
Solution
It is easy to ascertain that the operator � OONO � is Hermitian, since �� OONO ��† �� OONO �. As
for the square of this operator, it is given by

�� OONO ��2 � �� OONO ���� OONO �� � � OONO � OONO � � (2.78)

Thus, if � OO is normalized, we have �� OONO ��2 �� OONO �. In sum, if the state � OO is
normalized, the product of the ket � OO with the bra NO � is a projection operator.

2.4.4 Commutator Algebra

The commutator of two operators 
A and 
B, denoted by [ 
A� 
B], is defined by

[ 
A� 
B] � 
A 
B � 
B 
A� (2.79)

and the anticommutator 
 
A� 
B� is defined by


 
A� 
B� � 
A 
B � 
B 
A� (2.80)

Two operators are said to commute if their commutator is equal to zero and hence 
A 
B � 
B 
A.
Any operator commutes with itself:

[ 
A� 
A] � 0� (2.81)

Note that if two operators are Hermitian and their product is also Hermitian, these operators
commute:

� 
A 
B�† � 
B† 
A† � 
B 
A� (2.82)

and since � 
A 
B�† � 
A 
B we have 
A 
B � 
B 
A.

and the anticommutator {A, B} is defined by 
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Commutator Algebra 

We can establish the following properties about the 
commutator.
 Antisymmetry: 

Jacobi identity: 
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As an example, we may mention the commutators involving the x-position operator, 
X ,
and the x-component of the momentum operator, 
Px � �i �h"�"x , as well as the y and the z
components

[ 
X� 
Px ] � i �h 
I � [ 
Y � 
Py] � i �h 
I � [ 
Z� 
Pz] � i �h 
I � (2.83)

where 
I is the unit operator.
Properties of commutators
Using the commutator relation (2.79), we can establish the following properties:

� Antisymmetry:
[ 
A� 
B] � �[ 
B� 
A] (2.84)

� Linearity:

[ 
A� 
B � 
C � 
D � � � �] � [ 
A� 
B]� [ 
A� 
C]� [ 
A� 
D]� � � � (2.85)

� Hermitian conjugate of a commutator:

[ 
A� 
B]† � [ 
B†� 
A†] (2.86)

� Distributivity:
[ 
A� 
B 
C] � [ 
A� 
B] 
C � 
B[ 
A� 
C] (2.87)

[ 
A 
B� 
C] � 
A[ 
B� 
C]� [ 
A� 
C] 
B (2.88)

� Jacobi identity:

[ 
A� [ 
B� 
C]]� [ 
B� [ 
C� 
A]]� [ 
C� [ 
A� 
B]] � 0 (2.89)

� By repeated applications of (2.87), we can show that

[ 
A� 
Bn] �
n�1;

j�0

B j [ 
A� 
B] 
Bn� j�1 (2.90)

[ 
An� 
B] �
n�1;

j�0

An� j�1[ 
A� 
B] 
A j (2.91)

� Operators commute with scalars: an operator 
A commutes with any scalar b:

[ 
A� b] � 0 (2.92)

Example 2.8
(a) Show that the commutator of two Hermitian operators is anti-Hermitian.
(b) Evaluate the commutator [ 
A� [ 
B� 
C] 
D].

Linearity: 
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Uncertainty Relation

An interesting application of the commutator algebra is to 
derive a general relation giving the uncertainties product 
of two operators, A and B. 

Let A and B denote the expectation values of two Hermitian 
operators A and B with respect to a normalized state vector 
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Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

Introducing the operators

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

and

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

Therefore

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)



23/09/2022 Jinniu Hu

Uncertainty Relation

where, 

The uncertainties &A and &B are defined by

Let us write the action of the &A operators on any state as 
follows: 

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

The Schwarz inequality for these states 

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)



23/09/2022 Jinniu Hu

Uncertainty Relation

Since operators A and B are Hermitian, &A and !B must also 
be Hermitian: 

Thus, we can show the following three relations: 
 

The Schwarz inequality leads

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with

respect to a normalized state vector � OO: N 
AO � NO � 
A � OO and N 
BO � NO � 
B � OO.
Introducing the operators � 
A and � 
B,

� 
A � 
A � N 
AO� � 
B � 
B � N 
BO� (2.95)

we have �� 
A�2 � 
A2 � 2 
AN 
AO � N 
AO2 and �� 
B�2 � 
B2 � 2 
BN 
BO � N 
BO2, and hence

NO � �� 
A�2 � OO � N�� 
A�2O � N 
A2O � N 
AO2� N�� 
B�2O � N 
B2O � N 
BO2� (2.96)

where N 
A2O � NO � 
A2 � OO and N 
B2O � NO � 
B2 � OO. The uncertainties �A and �B are
defined by

�A �
T
N�� 
A�2O �

T
N 
A2O � N 
AO2� �B �

T
N�� 
B�2O �

T
N 
B2O � N 
BO2� (2.97)

Let us write the action of the operators (2.95) on any state � OO as follows:

� NO � � 
A � OO �
r

A � N 
AO

s
� OO� � MO � � 
B � OO �

r

B � N 
BO

s
� OO� (2.98)

The Schwarz inequality for the states � NO and � MO is given by

NN � NONM � MO o �NN � MO�2 � (2.99)

Since 
A and 
B are Hermitian, � 
A and � 
B must also be Hermitian: � 
A† � 
A† � N 
AO �

A � N 
AO � � 
A and� 
B† � 
B � N 
BO � � 
B. Thus, we can show the following three relations:

NN � NO � NO � �� 
A�2 � OO� NM � MO � NO � �� 
B�2 � OO� NN � MO � NO � � 
A� 
B � OO�
(2.100)

2.4. OPERATORS 95

Solution
(a) If 
A and 
B are Hermitian, we can write

[ 
A� 
B]† � � 
A 
B � 
B 
A�† � 
B† 
A† � 
A† 
B† � 
B 
A� 
A 
B � �[ 
A� 
B]� (2.93)

that is, the commutator of 
A and 
B is anti-Hermitian: [ 
A� 
B]† � �[ 
A� 
B].
(b) Using the distributivity relation (2.87), we have

[ 
A� [ 
B� 
C] 
D] � [ 
B� 
C][ 
A� 
D]� [ 
A� [ 
B� 
C]] 
D
� � 
B 
C � 
C 
B�� 
A 
D � 
D 
A�� 
A� 
B 
C � 
C 
B� 
D � � 
B 
C � 
C 
B� 
A 
D
� 
C 
B 
D 
A � 
B 
C 
D 
A � 
A 
B 
C 
D � 
A 
C 
B 
D� (2.94)

2.4.5 Uncertainty Relation between Two Operators
An interesting application of the commutator algebra is to derive a general relation giving the
uncertainties product of two operators, 
A and 
B. In particular, we want to give a formal deriva-
tion of Heisenberg’s uncertainty relations.
Let N 
AO and N 
BO denote the expectation values of two Hermitian operators 
A and 
B with
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AO � NO � 
A � OO and N 
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Introducing the operators � 
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For instance, since � 
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A we have NN � NO � NO � � 
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A�2O. Hence, the Schwarz inequality (2.99) becomes
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Notice that the last term � 
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B of this equation can be written as
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where we have used the fact that [� 
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B]. Since [ 
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B] is anti-Hermitian and
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B� is Hermitian and since the expectation value of a Hermitian operator is real and
that the expectation value of an anti-Hermitian operator is imaginary (see Example 2.6), the
expectation value N� 
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BO of (2.102) becomes equal to the sum of a real part N
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B]O�2; hence
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Since the last term is a positive real number, we can infer the following relation:
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Comparing equations (2.101) and (2.104), we conclude that
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which (by taking its square root) can be reduced to
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1
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B]O
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This uncertainty relation plays an important role in the formalism of quantum mechanics. Its
application to position and momentum operators leads to the Heisenberg uncertainty relations,
which represent one of the cornerstones of quantum mechanics; see the next example.

Example 2.9 (Heisenberg uncertainty relations)
Find the uncertainty relations between the components of the position and the momentum op-
erators.

Solution
By applying (2.106) to the x-components of the position operator 
X , and the momentum op-
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These are the Heisenberg uncertainty relations.
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Uncertainty Relation

Since [A B] is anti-Hermitian and [&A &B] is Hermitian and 
since the expectation value of a Hermitian operator is real 
and that the expectation value of an anti-Hermitian 
operator is imaginary. Therefore
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For instance, since � 
A† � � 
A we have NN � NO � NO � � 
A†� 
A � OO � NO � �� 
A�2 � OO �
N�� 
A�2O. Hence, the Schwarz inequality (2.99) becomes

N�� 
A�2ON�� 
B�2O o
nnnN� 
A� 
BO

nnn
2
� (2.101)

Notice that the last term � 
A� 
B of this equation can be written as

� 
A� 
B �
1
2
[� 
A� � 
B]�

1
2

� 
A� � 
B� �

1
2
[ 
A� 
B]�

1
2

� 
A� � 
B�� (2.102)

where we have used the fact that [� 
A� � 
B] � [ 
A� 
B]. Since [ 
A� 
B] is anti-Hermitian and

� 
A� � 
B� is Hermitian and since the expectation value of a Hermitian operator is real and
that the expectation value of an anti-Hermitian operator is imaginary (see Example 2.6), the
expectation value N� 
A� 
BO of (2.102) becomes equal to the sum of a real part N
� 
A� � 
B�O�2
and an imaginary part N[ 
A� 
B]O�2; hence

nnnN� 
A� 
BO
nnn
2
�
1
4

nnnN[ 
A� 
B]O
nnn
2
�
1
4

nnnN
� 
A� � 
B�O
nnn
2
� (2.103)

Since the last term is a positive real number, we can infer the following relation:
nnnN� 
A� 
BO

nnn
2
o
1
4

nnnN[ 
A� 
B]O
nnn
2
� (2.104)

Comparing equations (2.101) and (2.104), we conclude that

N�� 
A�2ON�� 
B�2O o
1
4

nnnN[ 
A� 
B]O
nnn
2
� (2.105)

which (by taking its square root) can be reduced to

�A�B o
1
2

nnnN[ 
A� 
B]O
nnn � (2.106)

This uncertainty relation plays an important role in the formalism of quantum mechanics. Its
application to position and momentum operators leads to the Heisenberg uncertainty relations,
which represent one of the cornerstones of quantum mechanics; see the next example.

Example 2.9 (Heisenberg uncertainty relations)
Find the uncertainty relations between the components of the position and the momentum op-
erators.

Solution
By applying (2.106) to the x-components of the position operator 
X , and the momentum op-
erator 
Px , we obtain �x�px o 1

2 � N[ 
X� 
Px ]O �. But since [ 
X � 
Px ] � i �h 
I , we have
�x�px o �h�2; the uncertainty relations for the y� and z� components follow immediately:

�x�px o
�h
2
� �y�py o

�h
2
� �z�pz o

�h
2
� (2.107)

These are the Heisenberg uncertainty relations.

Notice that the last term &A&B of this equation can be 
written as 
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that the expectation value of an anti-Hermitian operator is imaginary (see Example 2.6), the
expectation value N� 
A� 
BO of (2.102) becomes equal to the sum of a real part N
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B�O�2
and an imaginary part N[ 
A� 
B]O�2; hence
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Since the last term is a positive real number, we can infer the following relation:
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Comparing equations (2.101) and (2.104), we conclude that
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� (2.105)

which (by taking its square root) can be reduced to

�A�B o
1
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nnnN[ 
A� 
B]O
nnn � (2.106)

This uncertainty relation plays an important role in the formalism of quantum mechanics. Its
application to position and momentum operators leads to the Heisenberg uncertainty relations,
which represent one of the cornerstones of quantum mechanics; see the next example.

Example 2.9 (Heisenberg uncertainty relations)
Find the uncertainty relations between the components of the position and the momentum op-
erators.

Solution
By applying (2.106) to the x-components of the position operator 
X , and the momentum op-
erator 
Px , we obtain �x�px o 1

2 � N[ 
X� 
Px ]O �. But since [ 
X � 
Px ] � i �h 
I , we have
�x�px o �h�2; the uncertainty relations for the y� and z� components follow immediately:

�x�px o
�h
2
� �y�py o

�h
2
� �z�pz o

�h
2
� (2.107)

These are the Heisenberg uncertainty relations.
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As an example, we may mention the commutators involving the x-position operator, 
X ,
and the x-component of the momentum operator, 
Px � �i �h"�"x , as well as the y and the z
components

[ 
X� 
Px ] � i �h 
I � [ 
Y � 
Py] � i �h 
I � [ 
Z� 
Pz] � i �h 
I � (2.83)

where 
I is the unit operator.
Properties of commutators
Using the commutator relation (2.79), we can establish the following properties:

� Antisymmetry:
[ 
A� 
B] � �[ 
B� 
A] (2.84)

� Linearity:

[ 
A� 
B � 
C � 
D � � � �] � [ 
A� 
B]� [ 
A� 
C]� [ 
A� 
D]� � � � (2.85)

� Hermitian conjugate of a commutator:

[ 
A� 
B]† � [ 
B†� 
A†] (2.86)

� Distributivity:
[ 
A� 
B 
C] � [ 
A� 
B] 
C � 
B[ 
A� 
C] (2.87)

[ 
A 
B� 
C] � 
A[ 
B� 
C]� [ 
A� 
C] 
B (2.88)

� Jacobi identity:

[ 
A� [ 
B� 
C]]� [ 
B� [ 
C� 
A]]� [ 
C� [ 
A� 
B]] � 0 (2.89)

� By repeated applications of (2.87), we can show that

[ 
A� 
Bn] �
n�1;

j�0

B j [ 
A� 
B] 
Bn� j�1 (2.90)

[ 
An� 
B] �
n�1;

j�0

An� j�1[ 
A� 
B] 
A j (2.91)

� Operators commute with scalars: an operator 
A commutes with any scalar b:

[ 
A� b] � 0 (2.92)

Example 2.8
(a) Show that the commutator of two Hermitian operators is anti-Hermitian.
(b) Evaluate the commutator [ 
A� [ 
B� 
C] 
D].

Since
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Functions of Operators 

Let F(A) be a function of an operator A. If A is a linear 
operator, we can Taylor expand F(A) in a power series of A: 

where an  is just an expansion coefficient. As an illustration 
of an operator function, consider exp(aA) where a is a 
scalar which can be complex or real. We can expand it as 
follows: 
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n�0
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A

n
� (2.108)

where an is just an expansion coefficient. As an illustration of an operator function, consider
ea 
A, where a is a scalar which can be complex or real. We can expand it as follows:

ea 
A �
*;

n�0

an

n!

An � 
I � a 
A � a

2

2!

A2 � a

3

3!

A3 � � � � � (2.109)

Commutators involving function operators
If 
A commutes with another operator 
B, then 
B commutes with any operator function that
depends on 
A:

[ 
A� 
B] � 0 >" [ 
B� F� 
A�] � 0� (2.110)

in particular, F� 
A� commutes with 
A and with any other function, G� 
A�, of 
A:

[ 
A� F� 
A�] � 0� [ 
An� F� 
A�] � 0� [F� 
A�� G� 
A�] � 0� (2.111)

Hermitian adjoint of function operators
The adjoint of F� 
A� is given by

[F� 
A�]† � F`� 
A†�� (2.112)

Note that if 
A is Hermitian, F� 
A� is not necessarily Hermitian; F� 
A� will be Hermitian only if
F is a real function and 
A is Hermitian. An example is

�e 
A�† � e 
A
†
� �ei 
A�† � e�i 
A† � �ei: 
A�† � e�i:` 
A†� (2.113)

where : is a complex number. So if 
A is Hermitian, an operator function which can be ex-
panded as F� 
A� �3*

n�0 an 
A
n
will be Hermitian only if the expansion coefficients an are real

numbers. But in general, F� 
A� is not Hermitian even if 
A is Hermitian, since

F`� 
A†� �
*;

n�0
a`n� 
A†�n� (2.114)

Relations involving function operators
Note that

[ 
A� 
B] /� 0 >" [ 
B� F� 
A�] /� 0� (2.115)

in particular, e 
Ae 
B /� e 
A� 
B . Using (2.109) we can ascertain that

e 
Ae 
B � e 
A� 
Be[ 
A� 
B]�2� (2.116)

e 
A 
Be� 
A � 
B � [ 
A� 
B]� 1
2!
[ 
A� [ 
A� 
B]]� 1

3!
[ 
A� [ 
A� [ 
A� 
B]]]� � � � � (2.117)
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The adjoint of F(A) is given by 
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2.4.6 Functions of Operators
Let F� 
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A is a linear operator, we can Taylor expand F� 
A�
in a power series of 
A:

F� 
A� �
*;

n�0
an 
A

n
� (2.108)

where an is just an expansion coefficient. As an illustration of an operator function, consider
ea 
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ea 
A �
*;

n�0

an

n!

An � 
I � a 
A � a

2

2!

A2 � a

3

3!

A3 � � � � � (2.109)

Commutators involving function operators
If 
A commutes with another operator 
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depends on 
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A� 
B] � 0 >" [ 
B� F� 
A�] � 0� (2.110)
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A� F� 
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A�� G� 
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�e 
A�† � e 
A
†
� �ei 
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A† � �ei: 
A�† � e�i:` 
A†� (2.113)
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n�0 an 
A
n
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*;

n�0
a`n� 
A†�n� (2.114)
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3!
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Note that if A is Hermitian, F(A) is not necessarily 
Hermitian; F(A) will be Hermitian only if F is a real function 
and A is Hermitian. 
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Inverse and Unitary Operators 
 Inverse of an operator: Assuming it exists the inverse A-1 of 
a linear operator A is defined by the relation 


where I is the unit operator, the operator that leaves any 
state unchanged. 

Quotient of two operators: Dividing an operator A by 
another operator B (provided that the inverse B-1 exists) is 
equivalent to multiplying A by B-1: 
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Inverse of an operator: Assuming it exists3 the inverse 
A�1 of a linear operator 
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by the relation


A�1 
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A�1 � 
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where 
I is the unit operator, the operator that leaves any state � OO unchanged.
Quotient of two operators: Dividing an operator 
A by another operator 
B (provided that the
inverse 
B�1 exists) is equivalent to multiplying 
A by 
B�1:


A

B
� 
A 
B�1� (2.119)

The side on which the quotient is taken matters:


A

B
� 
A


I

B
� 
A 
B�1 and


I

B

A � 
B�1 
A� (2.120)

In general, we have 
A 
B�1 /� 
B�1 
A. For an illustration of these ideas, see Problem 2.12. We
may mention here the following properties about the inverse of operators:

r

A 
B 
C 
D

s�1
� 
D�1 
C�1 
B�1 
A�1�

r

An
s�1

�
r

A�1
sn
� (2.121)

Unitary operators: A linear operator 
U is said to be unitary if its inverse 
U�1 is equal to its
adjoint 
U†:


U† � 
U�1 or 
U 
U† � 
U† 
U � 
I � (2.122)

The product of two unitary operators is also unitary, since

� 
U 
V �� 
U 
V �† � � 
U 
V �� 
V † 
U†� � 
U� 
V 
V †� 
U† � 
U 
U† � 
I � (2.123)

or � 
U 
V �† � � 
U 
V ��1. This result can be generalized to any number of operators; the product
of a number of unitary operators is also unitary, since

� 
A 
B 
C 
D � � ��� 
A 
B 
C 
D � � ��† � 
A 
B 
C 
D�� � �� 
D† 
C† 
B† 
A† � 
A 
B 
C� 
D 
D†� 
C† 
B† 
A†

� 
A 
B� 
C 
C†� 
B† 
A† � 
A� 
B 
B†� 
A†

� 
A 
A† � 
I � (2.124)

or � 
A 
B 
C 
D � � ��† � � 
A 
B 
C 
D � � ���1.

Example 2.10 (Unitary operator)
What conditions must the parameter � and the operator 
G satisfy so that the operator 
U � ei� 
G
is unitary?
3Not every operator has an inverse, just as in the case of matrices. The inverse of a matrix exists only when its

determinant is nonzero.
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determinant is nonzero.

The side on which the quotient is taken matters:
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Inverse and Unitary Operators 
 We may mention here the following properties about the 
inverse of operators: 

The product of two unitary operators is also unitary, since 
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Example 2.10 (Unitary operator)
What conditions must the parameter � and the operator 
G satisfy so that the operator 
U � ei� 
G
is unitary?
3Not every operator has an inverse, just as in the case of matrices. The inverse of a matrix exists only when its

determinant is nonzero.

Unitary operators: A linear operator U is said to be unitary 
if its inverse U-1 is equal to its adjoint U †:
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This result can be generalized to any number of operators; 
the product of a number of unitary operators is also 
unitary, since 
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Eigenvalues and Eigenvectors 
 
 
A state vector |!⟩ is said to be an eigenvector (also called an 
eigenket or eigenstate) of an operator A if the application of 
A to |!⟩ gives 
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Solution
Clearly, if � is real and 
G is Hermitian, the operator ei� 
G would be unitary. Using the property
[F� 
A�]† � F`� 
A†�, we see that

�ei� 
G�† � e�i� 
G � �ei� 
G��1� (2.125)

that is, 
U† � 
U�1.

2.4.8 Eigenvalues and Eigenvectors of an Operator
Having studied the properties of operators and states, we are now ready to discuss how to find
the eigenvalues and eigenvectors of an operator.
A state vector � OO is said to be an eigenvector (also called an eigenket or eigenstate) of an

operator 
A if the application of 
A to � OO gives

A � OO � a � OO� (2.126)

where a is a complex number, called an eigenvalue of 
A. This equation is known as the eigen-
value equation, or eigenvalue problem, of the operator 
A. Its solutions yield the eigenvalues
and eigenvectors of 
A. In Section 2.5.3 we will see how to solve the eigenvalue problem in a
discrete basis.
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This means that all vectors are eigenvectors of 
I with one eigenvalue, 1. Note that

A � OO � a � OO >" 
An � OO � an � OO and F� 
A� � OO � F�a� � OO� (2.128)

For instance, we have


A � OO � a � OO >" ei 
A � OO � eia � OO� (2.129)

Example 2.11 (Eigenvalues of the inverse of an operator)
Show that if 
A�1 exists, the eigenvalues of 
A�1 are just the inverses of those of 
A.
Solution
Since 
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I we have on the one hand
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hence

A�1 � OO � 1

a
� OO� (2.133)

This means that � OO is also an eigenvector of 
A�1 with eigenvalue 1�a. That is, if 
A�1 exists,
then


A � OO � a � OO >" 
A�1 � OO � 1
a
� OO� (2.134)

Some useful theorems pertaining to the eigenvalue problem

Theorem 2.1 For a Hermitian operator, all of its eigenvalues are real and the eigenvectors
corresponding to different eigenvalues are orthogonal.

If 
A† � 
A� 
A � MnO � an � MnO >" an � real number, and NMm � MnO � =mn�
(2.135)

Proof of Theorem 2.1
Note that


A � MnO � an � MnO >" NMm � 
A � MnO � anNMm � MnO� (2.136)

and
NMm � 
A† � a`mNMm � >" NMm � 
A† � MnO � a`mNMm � MnO� (2.137)

Subtracting (2.137) from (2.136) and using the fact that 
A is Hermitian, 
A � 
A†, we have

�an � a`m�NMm � MnO � 0� (2.138)

Two cases must be considered separately:

� Case m � n: since NMn � MnO  0, we must have an � a`n ; hence the eigenvalues an must
be real.

� Case m /� n: since in general an /� a`m , we must have NMm � MnO � 0; that is, � MmO and
� MnO must be orthogonal.

Theorem 2.2 The eigenstates of a Hermitian operator define a complete set of mutually or-
thonormal basis states. The operator is diagonal in this eigenbasis with its diagonal elements
equal to the eigenvalues. This basis set is unique if the operator has no degenerate eigenvalues
and not unique (in fact it is infinite) if there is any degeneracy.

Theorem 2.3 If two Hermitian operators, 
A and 
B, commute and if 
A has no degenerate eigen-
value, then each eigenvector of 
A is also an eigenvector of 
B. In addition, we can construct a
common orthonormal basis that is made of the joint eigenvectors of 
A and 
B.

Proof of Theorem 2.3
Since 
A is Hermitian with no degenerate eigenvalue, to each eigenvalue of 
A there corresponds
only one eigenvector. Consider the equation


A � MnO � an � MnO� (2.139)
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Eigenvalues and Eigenvectors 
 
 The eigenstates of a Hermitian operator define a complete 
set of mutually orthonormal basis states. The operator is 
diagonal in this eigenbasis with its diagonal elements equal 
to the eigenvalues. This basis set is unique if the operator 
has no degenerate eigenvalues and not unique (in fact it is 
infinite) if there is any degeneracy. 


If two Hermitian operators, A and B, commute and if A has 
no degenerate eigenvalue, then each eigenvector of A is 
also an eigenvector of B. In addition, we can construct a 
common orthonormal basis that is made of the joint 
eigenvectors of A and B. 
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Eigenvalues and Eigenvectors 
 
 The eigenvalues of an anti-Hermitian operator are either 
purely imaginary or equal to zero. 


The eigenvalues of a unitary operator are complex numbers 
of moduli equal to one; the eigenvectors of a unitary 
operator that has no degenerate eigenvalues are mutually 
orthogonal. 


We can write 

2.4. OPERATORS 101

Since 
A commutes with 
B we can write


B 
A � MnO � 
A 
B � MnO or 
A� 
B � MnO� � an� 
B � MnO�� (2.140)

that is, � 
B � MnO� is an eigenvector of 
A with eigenvalue an . But since this eigenvector is unique
(apart from an arbitrary phase constant), the ket � MnO must also be an eigenvector of 
B:


B � MnO � bn � MnO� (2.141)

Since each eigenvector of 
A is also an eigenvector of 
B (and vice versa), both of these operators
must have a common basis. This basis is unique; it is made of the joint eigenvectors of 
A and

B. This theorem also holds for any number of mutually commuting Hermitian operators.
Now, if an is a degenerate eigenvalue, we can only say that 
B � MnO is an eigenvector of


A with eigenvalue an; � MnO is not necessarily an eigenvector of 
B. If one of the operators is
degenerate, there exist an infinite number of orthonormal basis sets that are common to these
two operators; that is, the joint basis does exist and it is not unique.

Theorem 2.4 The eigenvalues of an anti-Hermitian operator are either purely imaginary or
equal to zero.

Theorem 2.5 The eigenvalues of a unitary operator are complex numbers of moduli equal to
one; the eigenvectors of a unitary operator that has no degenerate eigenvalues are mutually
orthogonal.

Proof of Theorem 2.5
Let � MnO and � MmO be eigenvectors to the unitary operator 
U with eigenvalues an and am ,
respectively. We can write

�NMm � 
U†�� 
U � MnO� � a`manNMm � MnO� (2.142)

Since 
U† 
U � 
I this equation can be rewritten as

�a`man � 1�NMm � MnO � 0� (2.143)

which in turn leads to the following two cases:

� Case n � m: since NMn � MnO  0 then a`nan �� an �2� 1, and hence � an �� 1.

� Case n /� m: the only possibility for this case is that � MmO and � MnO are orthogonal,
NMm � MnO � 0.

2.4.9 Infinitesimal and Finite Unitary Transformations

We want to study here how quantities such as kets, bras, operators, and scalars transform under
unitary transformations. A unitary transformation is the application of a unitary operator 
U to
one of these quantities.

Since U †U=I this equation can be rewritten as 
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Matrix Representation of Kets, Bras 
 Consider a discrete, complete, and orthonormal basis which 
is made of an infinite set of kets $1, $2, $3,…,$n and denote it 
by {|$n⟩}. Let us now examine how to represent the vector 

within the context of the basis {|$n⟩}. The completeness 

property of this basis enables us to expand any state vector  
|!⟩ in terms of |$n⟩

2.5. REPRESENTATION IN DISCRETE BASES 105

2.5.1 Matrix Representation of Kets, Bras, and Operators
Consider a discrete, complete, and orthonormal basis which is made of an infinite4 set of kets
� M1O, � M2O, � M3O, � � �, � MnO and denote it by 
� MnO�. Note that the basis 
� MnO� is discrete, yet
it has an infinite number of unit vectors. In the limit n � *, the ordering index n of the unit
vectors � MnO is discrete or countable; that is, the sequence � M1O, � M2O, � M3O, � � � is countably
infinite. As an illustration, consider the special functions, such as the Hermite, Legendre, or
Laguerre polynomials, Hn�x�, Pn�x�, and Ln�x�. These polynomials are identified by a discrete
index n and by a continuous variable x ; although n varies discretely, it can be infinite.
In Section 2.6, we will consider bases that have a continuous and infinite number of base

vectors; in these bases the index n increases continuously. Thus, each basis has a continuum of
base vectors.
In this section the notation 
� MnO� will be used to abbreviate an infinitely countable set of

vectors (i.e., � M1O, � M2O, � M3O, � � �) of the Hilbert space H. The orthonormality condition of
the base kets is expressed by

NMn � MmO � =nm� (2.170)
where =nm is the Kronecker delta symbol defined by

=nm �
|
1� n � m�
0� n /� m� � (2.171)

The completeness, or closure, relation for this basis is given by
*;

n�1
� MnONMn � � 
I � (2.172)

where 
I is the unit operator; when the unit operator acts on any ket, it leaves the ket unchanged.

2.5.1.1 Matrix Representation of Kets and Bras

Let us now examine how to represent the vector � OO within the context of the basis 
� MnO�.
The completeness property of this basis enables us to expand any state vector � OO in terms of
the base kets � MnO:

� OO � 
I � OO �
� *;

n�1
� MnONMn �

�

� OO �
*;

n�1
an � MnO� (2.173)

where the coefficient an , which is equal to NMn � OO, represents the projection of � OO onto � MnO;
an is the component of � OO along the vector � MnO. Recall that the coefficients an are complex
numbers. So, within the basis 
� MnO�, the ket � OO is represented by the set of its components,
a1, a2, a3, � � � along � M1O, � M2O, � M3O, � � �, respectively. Hence � OO can be represented by a
column vector which has a countably infinite number of components:

� OO ��

�

%%%%%%#

NM1 � OO
NM2 � OO
���

NMn � OO
���

�

&&&&&&$
�

�

%%%%%%#

a1
a2
���
an
���

�

&&&&&&$
� (2.174)

4Kets are elements of the Hilbert space, and the dimension of a Hilbert space is infinite.

So, within the basis {|$n⟩}, the ket is represented by the set 

of its components, a1, a2, a3, along $1, $2, $3,…, respectively. 
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2.5.1 Matrix Representation of Kets, Bras, and Operators
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� M1O, � M2O, � M3O, � � �, � MnO and denote it by 
� MnO�. Note that the basis 
� MnO� is discrete, yet
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infinite. As an illustration, consider the special functions, such as the Hermite, Legendre, or
Laguerre polynomials, Hn�x�, Pn�x�, and Ln�x�. These polynomials are identified by a discrete
index n and by a continuous variable x ; although n varies discretely, it can be infinite.
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NMn � MmO � =nm� (2.170)
where =nm is the Kronecker delta symbol defined by

=nm �
|
1� n � m�
0� n /� m� � (2.171)

The completeness, or closure, relation for this basis is given by
*;

n�1
� MnONMn � � 
I � (2.172)

where 
I is the unit operator; when the unit operator acts on any ket, it leaves the ket unchanged.

2.5.1.1 Matrix Representation of Kets and Bras

Let us now examine how to represent the vector � OO within the context of the basis 
� MnO�.
The completeness property of this basis enables us to expand any state vector � OO in terms of
the base kets � MnO:

� OO � 
I � OO �
� *;

n�1
� MnONMn �

�

� OO �
*;

n�1
an � MnO� (2.173)

where the coefficient an , which is equal to NMn � OO, represents the projection of � OO onto � MnO;
an is the component of � OO along the vector � MnO. Recall that the coefficients an are complex
numbers. So, within the basis 
� MnO�, the ket � OO is represented by the set of its components,
a1, a2, a3, � � � along � M1O, � M2O, � M3O, � � �, respectively. Hence � OO can be represented by a
column vector which has a countably infinite number of components:

� OO ��

�

%%%%%%#

NM1 � OO
NM2 � OO
���

NMn � OO
���

�

&&&&&&$
�

�

%%%%%%#

a1
a2
���
an
���

�

&&&&&&$
� (2.174)

4Kets are elements of the Hilbert space, and the dimension of a Hilbert space is infinite.The bra <!| can be represented by a row vector: 
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The bra NO � can be represented by a row vector:

NO ��� �NO � M1O NO � M2O � � � NO � MnO � � ��
� �NM1 � OO` NM2 � OO` � � � NMn � OO` � � ��
� �a`1 a

`
2 � � � a`n � � ��� (2.175)

Using this representation, we see that a bra-ket NO � MO is a complex number equal to the matrix
product of the row matrix corresponding to the bra NO � with the column matrix corresponding
to the ket � MO:

NO � MO � �a`1 a`2 � � � a`n � � ��

�

%%%%%%#

b1
b2
���
bn
���

�

&&&&&&$
�
;

n
a`nbn� (2.176)

where bn � NMn � MO. We see that, within this representation, the matrices representing � OO
and NO � are Hermitian adjoints of each other.
Remark
A ket �OO is normalized if NO � OO � 3

n �an�2 � 1. If �OO is not normalized and we want
to normalized it, we need simply to multiply it by a constant : so that N:O � :OO � �:�2NO �
OO � 1, and hence : � 1�TNO � OO.

Example 2.12
Consider the following two kets:

� OO �
�

#
5i
2
�i

�

$ � � MO �
�

#
3
8i
�9i

�

$ �

(a) Find � OO` and NO �.
(b) Is � OO normalized? If not, normalize it.
(c) Are � OO and � MO orthogonal?

Solution
(a) The expressions of � OO` and NO � are given by

� OO` �
�

#
�5i
2
i

�

$ � NO � � ��5i 2 i� � (2.177)

where we have used the fact that NO � is equal to the complex conjugate of the transpose of the
ket � OO. Hence, we should reiterate the important fact that � OO` /� NO �.
(b) The norm of � OO is given by

NO � OO � ��5i 2 i�

�

#
5i
2
�i

�

$ � ��5i��5i�� �2��2�� �i���i� � 30� (2.178)
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where bn= <$n| $⟩. We see that, within this representation, 
the matrices representing and are Hermitian adjoints of 
each other. 
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For each linear operator A, we can write 
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Thus, � OO is not normalized. By multiplying it with 1�
T
30, it becomes normalized:

� NO � 1T
30
� OO � 1T

30

�

#
5i
2
�i

�

$ >" NN � NO � 1� (2.179)

(c) The kets � OO and � MO are not orthogonal since their scalar product is not zero:

NO � MO � ��5i 2 i�

�

#
3
8i
�9i

�

$ � ��5i��3�� �2��8i�� �i���9i� � 9� i� (2.180)

2.5.1.2 Matrix Representation of Operators

For each linear operator 
A, we can write


A � 
I 
A 
I �
� *;

n�1
� MnONMn �

�

A
� *;

m�1
� MmONMm �

�

�
;

nm
Anm � MnONMm �� (2.181)

where Anm is the nm matrix element of the operator 
A:

Anm � NMn � 
A � MmO� (2.182)

We see that the operator 
A is represented, within the basis 
� MnO�, by a square matrix A (A
without a hat designates a matrix), which has a countably infinite number of columns and a
countably infinite number of rows:

A �

�

%%%#

A11 A12 A13 � � �
A21 A22 A23 � � �
A31 A32 A33 � � �
���

���
���

� � �

�

&&&$
� (2.183)

For instance, the unit operator 
I is represented by the unit matrix; when the unit matrix is
multiplied with another matrix, it leaves that unchanged:

I �

�

%%%#

1 0 0 � � �
0 1 0 � � �
0 0 1 � � �
���
���
���
� � �

�

&&&$
� (2.184)

In summary, kets are represented by column vectors, bras by row vectors, and operators by
square matrices.
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For instance, the unit operator I is represented by the unit 
matrix; when the unit matrix is multiplied with another 
matrix, it leaves that unchanged: 
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Hermitian and Unitary Operators 
 Let us see how do we get the hermitian conjugate of an 
operator in practice. Let the matrix A = (Ai j ), where i stands 
for the number of rows and j for the number of columns, 
represent an operator A in a linear vector space.

The first step is to find the matrix AT which is transposed of 
the matrix A. 
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4.6 Hermitian and Unitary Operators

An operator Â is called hermitian, if it is equal to its hermitian conjugate operator. That is
if

Â† = Â, (4.6.1)

the operator Â is hermitian. Recalling the definition of the hermitian conjugate operator
(4.4.11)), we conclude that for hermitian operator, we must have

〈ψ|Â|φ〉† = 〈φ |Â|ψ〉. (4.6.2)

Let us see how do we get the hermitian conjugate of an operator in practice. Let the
matrix A = (Ai j), where i stands for the number of rows and j for the number of columns,
represent an operator Â in a linear vector space with an orthonormal basis {|φi〉}. The first
step is to find the matrix AT which is transposed of the matrix A. It is obtained by
interchanging the rows and columns of A, i.e.,

AT =




A11 A12 A13
A21 A22 A23
A31 A32 A33




T

=




A11 A21 A31
A12 A22 A32
A13 A23 A33



 . (4.6.3)

The second and the final step is to find the matrix complex conjugate to the matrix AT .
Given a matrix, its complex conjugate is obtained by replacing each of the elements of the
matrix by its complex conjugate. Hence, we have

(
AT )∗ =





A11 A12 A13

A21 A22 A23

A31 A32 A33





∗

=





A∗11 A∗12 A∗13

A∗21 A∗22 A∗23

A∗31 A∗32 A∗33



 . (4.6.4)

Thus, for any operator F̂ , the corresponding hermitian conjugate operator, F̂†, is given by
the matrix F† which is hermitian conjugate to the matrix F :

F† =





F∗11 F∗21 F∗31

F∗12 F∗22 F∗32

F∗13 F∗23 F∗33



 . (4.6.5)

For a hermitian operator, F̂ , the matrix F is equal to its hermitian conjugate matrix F†.
The hermitian conjugate of a product of operators Â, B̂,Ĉ... is given by reversing their

order, and then forming the hermitian conjugation of each operator:

(Â, B̂,Ĉ...)† = (Ĉ†B̂†Â†...). (4.6.6)
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 The second and the final step is to find the matrix complex 
conjugate to the matrix A. 
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order, and then forming the hermitian conjugation of each operator:

(Â, B̂,Ĉ...)† = (Ĉ†B̂†Â†...). (4.6.6)

Thus, for any operator F, the corresponding hermitian 
conjugate operator, F†, is given by 
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Trace of an operator 
 The trace Tr(A)of an operator A is given, within an 
orthonormal basis {|$n⟩}, by the expression 

we will see later that the trace of an operator does not 
depend on the basis. The trace of a matrix is equal to the 
sum of its diagonal elements: 
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and hence

B �
�

#
�2� 5i 6 �3i
2i �4 2i
5i �10 2� 3i

�

$ � (2.199)

Taking the transpose of B, we obtain

A�1 � 1
�4� 16i B

T � �1� 4i
68

�

#
�2� 5i 2i 5i
6 �4 �10
�3i 2i 2� 3i

�

$

� 1
68

�

#
22� 3i 8� 2i 20� 5i
�6� 24i 4� 16i 10� 40i
�12� 3i 8� 2i �14� 5i

�

$ � (2.200)

Clearly, this matrix is not unitary since its inverse is not equal to its Hermitian adjoint:
A�1 /� A†.

(c) Matrix representation of � OONO �
It is now easy to see that the product � OONO � is indeed an operator, since its representation
within 
� MnO� is a square matrix:
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(d) Trace of an operator
The trace Tr� 
A� of an operator 
A is given, within an orthonormal basis 
� MnO�, by the expression
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n
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we will see later that the trace of an operator does not depend on the basis. The trace of a matrix
is equal to the sum of its diagonal elements:
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Properties of the trace
We can ascertain that
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2.5.1.4 Matrix Representation of Several Other Quantities

(a) Matrix representation of � MO � 
A � OO
The relation � MO � 
A � OO can be cast into the algebraic form 
I � MO � 
I 
A 
I � OO or

�
;

n
� MnONMn �

�

� MO �
�
;

n
� MnONMn �

�

A
�
;

m
� MmONMm �

�

� OO� (2.214)

which in turn can be written as
;

n
bn � MnO �

;

nm
am � MnONMn � 
A � MmO �

;

nm
am Anm � MnO� (2.215)

where bn � NMn � MO, Anm � NMn � 
A � MmO, and am � NMm � OO. It is easy to see that (2.215)
yields bn �

3
m Anmam ; hence the matrix representation of � MO � 
A � OO is given by
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(b) Matrix representation of NM � 
A � OO
As for NM � 
A � OO we have

NM � 
A � OO � NM � 
I 
A 
I � OO � NM �
� *;

n�1
� MnONMn �

�

A
� *;

m�1
� MmONMm �

�

� OO

�
;

nm
NM � MnONMn � 
A � MmONMm � OO

�
;

nm
b`n Anmam � (2.217)

This is a complex number; its matrix representation goes as follows:

NM � 
A � OO �� �b`1 b`2 b`3 � � � �
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Remark
It is now easy to see explicitly why products of the type � OO � MO, NO � NM �, 
ANO �, or � OO 
A
are forbidden. They cannot have matrix representations; they are nonsensical. For instance,
� OO � MO is represented by the product of two column matrices:

� OO � MO ��

�

%#
NM1 � OO
NM2 � OO
���

�

&$

�

%#
NM1 � MO
NM2 � MO
���

�

&$ � (2.219)

This product is clearly not possible to perform, for the product of two matrices is possible only
when the number of columns of the first is equal to the number of rows of the second; in (2.219)
the first matrix has one single column and the second an infinite number of rows.
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yields bn �

3
m Anmam ; hence the matrix representation of � MO � 
A � OO is given by
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%%%#
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b2
b3
���

�

&&&$
�

�
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A31 A32 A33 � � �
���

���
���

� � �

�

&&&$

�

%%%#

a1
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���

�

&&&$
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(b) Matrix representation of NM � 
A � OO
As for NM � 
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NM � 
A � OO � NM � 
I 
A 
I � OO � NM �
� *;

n�1
� MnONMn �

�

A
� *;

m�1
� MmONMm �

�

� OO

�
;

nm
NM � MnONMn � 
A � MmONMm � OO

�
;

nm
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This is a complex number; its matrix representation goes as follows:
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Remark
It is now easy to see explicitly why products of the type � OO � MO, NO � NM �, 
ANO �, or � OO 
A
are forbidden. They cannot have matrix representations; they are nonsensical. For instance,
� OO � MO is represented by the product of two column matrices:

� OO � MO ��

�

%#
NM1 � OO
NM2 � OO
���

�

&$

�

%#
NM1 � MO
NM2 � MO
���

�

&$ � (2.219)

This product is clearly not possible to perform, for the product of two matrices is possible only
when the number of columns of the first is equal to the number of rows of the second; in (2.219)
the first matrix has one single column and the second an infinite number of rows.
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 Properties of a Matrix A 
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2.5.1.5 Properties of a Matrix A

� Real if A � A` or Amn � A`mn
� Imaginary if A � �A` or Amn � �A`mn
� Symmetric if A � AT or Amn � Anm
� Antisymmetric if A � �AT or Amn � �Anm with Amm � 0

� Hermitian if A � A† or Amn � A`nm
� Anti-Hermitian if A � �A† or Amn � �A`nm
� Orthogonal if AT � A�1 or AAT � I or �AAT �mn � =mn

� Unitary if A† � A�1 or AA† � I or �AA†�mn � =mn

Example 2.15
Consider a matrix A (which represents an operator 
A), a ket � OO, and a bra NM �:

A �
�

#
5 3� 2i 3i
�i 3i 8
1� i 1 4

�

$ � � OO �
�

#
�1� i
3

2� 3i

�

$ � NM � � b 6 �i 5
c
�

(a) Calculate the quantities A � OO, NM � A, NM � A � OO, and � OONM �.
(b) Find the complex conjugate, the transpose, and the Hermitian conjugate of A, � OO, and

NM �.
(c) Calculate NM � OO and NO � MO; are they equal? Comment on the differences between the

complex conjugate, Hermitian conjugate, and transpose of kets and bras.

Solution
(a) The calculations are straightforward:

A � OO �
�

#
5 3� 2i 3i
�i 3i 8
1� i 1 4

�

$

�

#
�1� i
3

2� 3i

�

$ �
�

#
�5� 17i
17� 34i
11� 14i

�

$ � (2.220)

NM � A �
b
6 �i 5

c
�

#
5 3� 2i 3i
�i 3i 8
1� i 1 4

�

$ �
b
34� 5i 26� 12i 20� 10i c �

(2.221)

NM � A � OO � b 6 �i 5
c
�

#
5 3� 2i 3i
�i 3i 8
1� i 1 4

�

$

�

#
�1� i
3

2� 3i

�

$ � 59� 155i� (2.222)

� OONM � �
�

#
�1� i
3

2� 3i

�

$b 6 �i 5
c �

�

#
�6� 6i 1� i �5� 5i
18 �3i 15

12� 18i 3� 2i 10� 15i

�

$ � (2.223)
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Unitary Transformations 

One can choose one or the other set of basis vectors in the 
Hilbert space H of states of a quantum mechanical system 
to represent the state vectors and the operators belonging 
to H . 


Therefore, it is important to ascertain that the change in 
basis is done in such a way that the basic physical 
consequences remain unchanged. 


Evidently, for this to be the case, the norm of the state 
vector in the new basis must not change. 
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Unitary Transformations 

Let {|$n⟩} and {|$’n⟩} be two bases in H . Assume that we 

change from the so-called original (old) basis {|$n⟩} to the 

new basis {|$’n⟩}. We can expand each ket |$n⟩ of the old 

basis in terms of the new basis |$’n⟩  as follows: 

where
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does one determine the corresponding components in a different basis 
� M)nO�? Assuming that

� MnO� and 
� M)nO� are two different bases, we can expand each ket � MnO of the old basis in
terms of the new basis 
� M)nO� as follows:

� MnO �
�
;

m
� M)mONM)m �

�

� MnO �
;

m
Umn � M)mO� (2.230)

where
Umn � NM)m � MnO� (2.231)

The matrix U , providing the transformation from the old basis 
� MnO� to the new basis 
� M)nO�,
is given by

U �
�

#
NM)1 � M1O NM)1 � M2O NM)1 � M3O
NM)2 � M1O NM)2 � M2O NM)2 � M3O
NM)3 � M1O NM)3 � M2O NM)3 � M3O

�

$ � (2.232)

Example 2.16 (Unitarity of the transformation matrix)
Let U be a transformation matrix which connects two complete and orthonormal bases 
� MnO�
and 
� M)nO�. Show that U is unitary.
Solution
For this we need to prove that 
U 
U† � 
I , which reduces to showing that NMm � 
U 
U† � MnO �
=mn . This goes as follows:

NMm � 
U 
U† � MnO � NMm � 
U
�
;

l
� MlONMl �

�

U† � MnO �

;

l
UmlU`nl � (2.233)

where Uml � NMm � 
U � MlO and U`nl � NMl � 
U† � MnO � NMn � 
U � MlO`. According to
(2.231), Uml � NM)m � MlO and U`nl � NMl � M)nO; we can thus rewrite (2.233) as

;

l
UmlU`nl �

;

l
NM)m � MlONMl � M)nO � NM)m � M)nO � =mn� (2.234)

Combining (2.233) and (2.234), we infer NMm � 
U 
U† � MnO � =mn , or 
U 
U† � 
I .

2.5.2.1 Transformations of Kets, Bras, and Operators

The components NM)n � OO of a state vector � OO in a new basis 
� M)nO� can be expressed in terms
of the components NMn � OO of � OO in an old basis 
� MnO� as follows:

NM)m � OO � NM)m � 
I � OO � NM)m �
�
;

n
� MnONMn �

�

� OO �
;

n
UmnNMn � OO� (2.235)

This relation, along with its complex conjugate, can be generalized into

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� (2.236)
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Unitary Transformations 

Let us prove that the matrix U is indeed a unitary matrix. 
We have 
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Let us now examine how operators transform when we change from one basis to another. The
matrix elements A)mn � NM)m � 
A � M)nO of an operator 
A in the new basis can be expressed in
terms of the old matrix elements, A jl � NM j � 
A � MlO, as follows:

A)mn � NM)m �
�
;

j
� M j ONM j �

�

A
�
;

l
� MlONMl �

�

� M)nO �
;

jl
Umj A jlU`nl � (2.237)

that is,

Ane* � 
U 
Aold 
U† or 
Aold � 
U† 
Ane* 
U � (2.238)

We may summarize the results of the change of basis in the following relations:

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� 
Ane* � 
U 
Aold 
U†� (2.239)

or

� OoldO � 
U† � One*O� NOold � � NOne* � 
U � 
Aold � 
U† 
Ane* 
U � (2.240)

These relations are similar to the ones we derived when we studied unitary transformations; see
(2.146) and (2.147).

Example 2.17
Show that the operator 
U �3n � M)nONMn � satisfies all the properties discussed above.

Solution
First, note that 
U is unitary:


U 
U† �
;

nl
� M)nONMn � MlONM)l � �

;

nl
� M)nONM)l � =nl �

;

n
� M)nONM)n � � 
I � (2.241)

Second, the action of 
U on a ket of the old basis gives the corresponding ket from the new basis:


U � MmO �
;

n
� M)nONMn � MmO �

;

n
� M)nO=nm �� M)mO� (2.242)

We can also verify that the action 
U† on a ket of the new basis gives the corresponding ket from
the old basis:


U† � M)mO �
;

l
� MlONM)l � M)mO �

;

l
� MlO=lm �� MmO� (2.243)

How does a trace transform under unitary transformations? Using the cyclic property of the
trace, Tr� 
A 
B 
C� � Tr� 
C 
A 
B� � Tr� 
B 
C 
A�, we can ascertain that

Tr� 
A)� � Tr� 
U 
A 
U†� � Tr� 
U† 
U 
A� � Tr� 
A�� (2.244)

116 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

Let us now examine how operators transform when we change from one basis to another. The
matrix elements A)mn � NM)m � 
A � M)nO of an operator 
A in the new basis can be expressed in
terms of the old matrix elements, A jl � NM j � 
A � MlO, as follows:

A)mn � NM)m �
�
;

j
� M j ONM j �

�

A
�
;

l
� MlONMl �

�

� M)nO �
;

jl
Umj A jlU`nl � (2.237)

that is,

Ane* � 
U 
Aold 
U† or 
Aold � 
U† 
Ane* 
U � (2.238)

We may summarize the results of the change of basis in the following relations:

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� 
Ane* � 
U 
Aold 
U†� (2.239)

or

� OoldO � 
U† � One*O� NOold � � NOne* � 
U � 
Aold � 
U† 
Ane* 
U � (2.240)

These relations are similar to the ones we derived when we studied unitary transformations; see
(2.146) and (2.147).

Example 2.17
Show that the operator 
U �3n � M)nONMn � satisfies all the properties discussed above.

Solution
First, note that 
U is unitary:


U 
U† �
;

nl
� M)nONMn � MlONM)l � �

;

nl
� M)nONM)l � =nl �

;

n
� M)nONM)n � � 
I � (2.241)

Second, the action of 
U on a ket of the old basis gives the corresponding ket from the new basis:


U � MmO �
;

n
� M)nONMn � MmO �

;

n
� M)nO=nm �� M)mO� (2.242)

We can also verify that the action 
U† on a ket of the new basis gives the corresponding ket from
the old basis:


U† � M)mO �
;

l
� MlONM)l � M)mO �

;

l
� MlO=lm �� MmO� (2.243)

How does a trace transform under unitary transformations? Using the cyclic property of the
trace, Tr� 
A 
B 
C� � Tr� 
C 
A 
B� � Tr� 
B 
C 
A�, we can ascertain that

Tr� 
A)� � Tr� 
U 
A 
U†� � Tr� 
U† 
U 
A� � Tr� 
A�� (2.244)

116 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

Let us now examine how operators transform when we change from one basis to another. The
matrix elements A)mn � NM)m � 
A � M)nO of an operator 
A in the new basis can be expressed in
terms of the old matrix elements, A jl � NM j � 
A � MlO, as follows:

A)mn � NM)m �
�
;

j
� M j ONM j �

�

A
�
;

l
� MlONMl �

�

� M)nO �
;

jl
Umj A jlU`nl � (2.237)

that is,

Ane* � 
U 
Aold 
U† or 
Aold � 
U† 
Ane* 
U � (2.238)

We may summarize the results of the change of basis in the following relations:

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� 
Ane* � 
U 
Aold 
U†� (2.239)

or

� OoldO � 
U† � One*O� NOold � � NOne* � 
U � 
Aold � 
U† 
Ane* 
U � (2.240)

These relations are similar to the ones we derived when we studied unitary transformations; see
(2.146) and (2.147).

Example 2.17
Show that the operator 
U �3n � M)nONMn � satisfies all the properties discussed above.

Solution
First, note that 
U is unitary:


U 
U† �
;

nl
� M)nONMn � MlONM)l � �

;

nl
� M)nONM)l � =nl �

;

n
� M)nONM)n � � 
I � (2.241)

Second, the action of 
U on a ket of the old basis gives the corresponding ket from the new basis:


U � MmO �
;

n
� M)nONMn � MmO �

;

n
� M)nO=nm �� M)mO� (2.242)

We can also verify that the action 
U† on a ket of the new basis gives the corresponding ket from
the old basis:


U† � M)mO �
;

l
� MlONM)l � M)mO �

;

l
� MlO=lm �� MmO� (2.243)

How does a trace transform under unitary transformations? Using the cyclic property of the
trace, Tr� 
A 
B 
C� � Tr� 
C 
A 
B� � Tr� 
B 
C 
A�, we can ascertain that

Tr� 
A)� � Tr� 
U 
A 
U†� � Tr� 
U† 
U 
A� � Tr� 
A�� (2.244)

or, 

116 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

Let us now examine how operators transform when we change from one basis to another. The
matrix elements A)mn � NM)m � 
A � M)nO of an operator 
A in the new basis can be expressed in
terms of the old matrix elements, A jl � NM j � 
A � MlO, as follows:

A)mn � NM)m �
�
;

j
� M j ONM j �

�

A
�
;

l
� MlONMl �

�

� M)nO �
;

jl
Umj A jlU`nl � (2.237)

that is,

Ane* � 
U 
Aold 
U† or 
Aold � 
U† 
Ane* 
U � (2.238)

We may summarize the results of the change of basis in the following relations:

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� 
Ane* � 
U 
Aold 
U†� (2.239)

or

� OoldO � 
U† � One*O� NOold � � NOne* � 
U � 
Aold � 
U† 
Ane* 
U � (2.240)

These relations are similar to the ones we derived when we studied unitary transformations; see
(2.146) and (2.147).

Example 2.17
Show that the operator 
U �3n � M)nONMn � satisfies all the properties discussed above.

Solution
First, note that 
U is unitary:


U 
U† �
;

nl
� M)nONMn � MlONM)l � �

;

nl
� M)nONM)l � =nl �

;

n
� M)nONM)n � � 
I � (2.241)

Second, the action of 
U on a ket of the old basis gives the corresponding ket from the new basis:


U � MmO �
;

n
� M)nONMn � MmO �

;

n
� M)nO=nm �� M)mO� (2.242)

We can also verify that the action 
U† on a ket of the new basis gives the corresponding ket from
the old basis:


U† � M)mO �
;

l
� MlONM)l � M)mO �

;

l
� MlO=lm �� MmO� (2.243)

How does a trace transform under unitary transformations? Using the cyclic property of the
trace, Tr� 
A 
B 
C� � Tr� 
C 
A 
B� � Tr� 
B 
C 
A�, we can ascertain that

Tr� 
A)� � Tr� 
U 
A 
U†� � Tr� 
U† 
U 
A� � Tr� 
A�� (2.244)



23/09/2022 Jinniu Hu

Unitary Transformations 

The transformation matrix U is unitary. The components 
<$’n|!> of a state vector |!> in a new basis |$’n⟩ can be 

expressed in terms of the components <$n|!> of |!> in an 
old basis |$n⟩ as follows: 

 This relation, along with its complex conjugate, can be   
generalized into 

 Let us now examine how operators transform when we 
change from one basis to another. 

2.5. REPRESENTATION IN DISCRETE BASES 115

does one determine the corresponding components in a different basis 
� M)nO�? Assuming that

� MnO� and 
� M)nO� are two different bases, we can expand each ket � MnO of the old basis in
terms of the new basis 
� M)nO� as follows:

� MnO �
�
;

m
� M)mONM)m �

�

� MnO �
;

m
Umn � M)mO� (2.230)

where
Umn � NM)m � MnO� (2.231)

The matrix U , providing the transformation from the old basis 
� MnO� to the new basis 
� M)nO�,
is given by

U �
�

#
NM)1 � M1O NM)1 � M2O NM)1 � M3O
NM)2 � M1O NM)2 � M2O NM)2 � M3O
NM)3 � M1O NM)3 � M2O NM)3 � M3O

�

$ � (2.232)

Example 2.16 (Unitarity of the transformation matrix)
Let U be a transformation matrix which connects two complete and orthonormal bases 
� MnO�
and 
� M)nO�. Show that U is unitary.
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� MnO�
and 
� M)nO�. Show that U is unitary.
Solution
For this we need to prove that 
U 
U† � 
I , which reduces to showing that NMm � 
U 
U† � MnO �
=mn . This goes as follows:

NMm � 
U 
U† � MnO � NMm � 
U
�
;

l
� MlONMl �

�

U† � MnO �

;

l
UmlU`nl � (2.233)

where Uml � NMm � 
U � MlO and U`nl � NMl � 
U† � MnO � NMn � 
U � MlO`. According to
(2.231), Uml � NM)m � MlO and U`nl � NMl � M)nO; we can thus rewrite (2.233) as

;

l
UmlU`nl �

;

l
NM)m � MlONMl � M)nO � NM)m � M)nO � =mn� (2.234)

Combining (2.233) and (2.234), we infer NMm � 
U 
U† � MnO � =mn , or 
U 
U† � 
I .

2.5.2.1 Transformations of Kets, Bras, and Operators

The components NM)n � OO of a state vector � OO in a new basis 
� M)nO� can be expressed in terms
of the components NMn � OO of � OO in an old basis 
� MnO� as follows:

NM)m � OO � NM)m � 
I � OO � NM)m �
�
;

n
� MnONMn �

�

� OO �
;

n
UmnNMn � OO� (2.235)

This relation, along with its complex conjugate, can be generalized into

� One*O � 
U � OoldO� NOne* � � NOold � 
U†� (2.236)
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where a is a complex number. Inserting the unit operator between 
A and � OO and multiplying
by NMm �, we can cast the eigenvalue equation in the form

NMm � 
A
�
;

n
� MnONMn �

�

� OO � aNMm �
�
;

n
� MnONMn �

�

� OO� (2.253)

or ;

n
AmnNMn � OO � a

;

n
NMn � OO=nm� (2.254)

which can be rewritten as ;

n
[Amn � a=nm] NMn � OO � 0� (2.255)

with Amn � NMm � 
A � MnO.
This equation represents an infinite, homogeneous system of equations for the coefficients

NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:

det �Amn � a=nm� � 0� (2.256)

The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:

nnnnnnnnnnn

A11 � a A12 A13 � � � A1N
A21 A22 � a A23 � � � A2N
A31 A32 A33 � a � � � A3N
���

���
���

� � �
���

AN1 AN2 AN3 � � � ANN � a

nnnnnnnnnnn

� 0� (2.257)

This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
A is diagonal,

A �

�

%%%#

a1 0 0 � � �
0 a2 0 � � �
0 0 a3 � � �
���

���
���

� � �

�

&&&$
� (2.258)
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which can be rewritten as ;
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[Amn � a=nm] NMn � OO � 0� (2.255)

with Amn � NMm � 
A � MnO.
This equation represents an infinite, homogeneous system of equations for the coefficients

NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:

det �Amn � a=nm� � 0� (2.256)

The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
A is diagonal,

A �
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&&&$
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which can be rewritten as 

118 CHAPTER 2. MATHEMATICAL TOOLS OF QUANTUM MECHANICS

where a is a complex number. Inserting the unit operator between 
A and � OO and multiplying
by NMm �, we can cast the eigenvalue equation in the form
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n
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NMn � OO=nm� (2.254)

which can be rewritten as ;
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[Amn � a=nm] NMn � OO � 0� (2.255)

with Amn � NMm � 
A � MnO.
This equation represents an infinite, homogeneous system of equations for the coefficients

NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:

det �Amn � a=nm� � 0� (2.256)

The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
A is diagonal,

A �
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&&&$
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where a is a complex number. Inserting the unit operator between 
A and � OO and multiplying
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n
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n
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which can be rewritten as ;

n
[Amn � a=nm] NMn � OO � 0� (2.255)

with Amn � NMm � 
A � MnO.
This equation represents an infinite, homogeneous system of equations for the coefficients

NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:

det �Amn � a=nm� � 0� (2.256)

The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
A is diagonal,
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� (2.258)
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its determinant vanishes: 

The problem that arises here is that this determinant 
corresponds to a matrix with an infinite number of columns 
and rows. To solve above equation, we need to truncate the 
basis  and assume that it contains only N terms, 
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where a is a complex number. Inserting the unit operator between 
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which can be rewritten as ;
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[Amn � a=nm] NMn � OO � 0� (2.255)

with Amn � NMm � 
A � MnO.
This equation represents an infinite, homogeneous system of equations for the coefficients

NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:

det �Amn � a=nm� � 0� (2.256)

The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
A is diagonal,
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where a is a complex number. Inserting the unit operator between 
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� MnO� is made of an infinite number of base kets. This system of
equations can have nonzero solutions only if its determinant vanishes:
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The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
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A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
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value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
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Eigenvalue Problem 

This is known as the secular or characteristic equation. The 
solutions of this equation yield the N eigenvalues a1, a2, a3, , aN, 
since it is an Nth order equation in a. The set of these N 
eigenvalues is called the spectrum of A. 


Knowing the set of eigenvalues a1, a2, a3, … , aN , we can easily 
determine the corresponding set of eigenvectors, $1, $2, $3 

If a number of different eigenvectors have the same 
eigenvalue, this eigenvalue is said to be degenerate. The order 
of degeneracy is determined by the number of linearly 
independent eigenvectors that have the same eigenvalue. 
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Matrix Representation of the 
Eigenvalue Problem 
In the case where the set of eigenvectors $n of A is complete 
and orthonormal, this set can be used as a basis. In this basis 
the matrix representing the operator A is diagonal, 
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where a is a complex number. Inserting the unit operator between 
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A � MnO.
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NMn � OO, since the basis 
� MnO� is made of an infinite number of base kets. This system of
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The problem that arises here is that this determinant corresponds to a matrix with an infinite
number of columns and rows. To solve (2.256) we need to truncate the basis 
� MnO� and assume
that it contains only N terms, where N must be large enough to guarantee convergence. In this
case we can reduce (2.256) to the following N th degree determinant:
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This is known as the secular or characteristic equation. The solutions of this equation yield
the N eigenvalues a1, a2, a3, � � �, aN , since it is an N th order equation in a. The set of these
N eigenvalues is called the spectrum of 
A. Knowing the set of eigenvalues a1, a2, a3, � � �, aN ,
we can easily determine the corresponding set of eigenvectors � M1O, � M2O, � � �, � MN O. For
each eigenvalue am of 
A, we can obtain from the “secular” equation (2.257) the N components
NM1 � OO, NM2 � OO, NM3 � OO, � � �, NMN � OO of the corresponding eigenvector � MmO.
If a number of different eigenvectors (two or more) have the same eigenvalue, this eigen-

value is said to be degenerate. The order of degeneracy is determined by the number of linearly
independent eigenvectors that have the same eigenvalue. For instance, if an eigenvalue has five
different eigenvectors, it is said to be fivefold degenerate.
In the case where the set of eigenvectors � MnO of 
A is complete and orthonormal, this set

can be used as a basis. In this basis the matrix representing the operator 
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the diagonal elements being the eigenvalues an of A, since 

2.5. REPRESENTATION IN DISCRETE BASES 119

the diagonal elements being the eigenvalues an of 
A, since

NMm � 
A � MnO � anNMm � MnO � an=mn� (2.259)

Note that the trace and determinant of a matrix are given, respectively, by the sum and product
of the eigenvalues:

Tr�A� �
;

n
an � a1 � a2 � a3 � � � � � (2.260)

det�A� �
<

n
an � a1a2a3 � � � � (2.261)

Properties of determinants
Let us mention several useful properties that pertain to determinants. The determinant of a
product of matrices is equal to the product of their determinants:

det�ABCD � � �� � det�A� � det�B� � det�C� � det�D� � � � � (2.262)

det�A`� � �det �A��`� det�A†� � �det �A��`� (2.263)

det�AT � � det �A�� det �A� � eTr�ln A�� (2.264)

Some theorems pertaining to the eigenvalue problem
Here is a list of useful theorems (the proofs are left as exercises):

� The eigenvalues of a symmetric matrix are real; the eigenvectors form an orthonormal
basis.

� The eigenvalues of an antisymmetric matrix are purely imaginary or zero.

� The eigenvalues of a Hermitian matrix are real; the eigenvectors form an orthonormal
basis.

� The eigenvalues of a skew-Hermitian matrix are purely imaginary or zero.

� The eigenvalues of a unitary matrix have absolute value equal to one.

� If the eigenvalues of a square matrix are not degenerate (distinct), the corresponding
eigenvectors form a basis (i.e., they form a linearly independent set).

Example 2.19 (Eigenvalues and eigenvectors of a matrix)
Find the eigenvalues and the normalized eigenvectors of the matrix

A �
�

#
7 0 0
0 1 �i
0 i �1

�

$ �

Note that the trace and determinant of a matrix are given, 
respectively, by the sum and product of the eigenvalues: 
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the diagonal elements being the eigenvalues an of 
A, since

NMm � 
A � MnO � anNMm � MnO � an=mn� (2.259)

Note that the trace and determinant of a matrix are given, respectively, by the sum and product
of the eigenvalues:

Tr�A� �
;

n
an � a1 � a2 � a3 � � � � � (2.260)

det�A� �
<

n
an � a1a2a3 � � � � (2.261)

Properties of determinants
Let us mention several useful properties that pertain to determinants. The determinant of a
product of matrices is equal to the product of their determinants:

det�ABCD � � �� � det�A� � det�B� � det�C� � det�D� � � � � (2.262)

det�A`� � �det �A��`� det�A†� � �det �A��`� (2.263)

det�AT � � det �A�� det �A� � eTr�ln A�� (2.264)

Some theorems pertaining to the eigenvalue problem
Here is a list of useful theorems (the proofs are left as exercises):

� The eigenvalues of a symmetric matrix are real; the eigenvectors form an orthonormal
basis.

� The eigenvalues of an antisymmetric matrix are purely imaginary or zero.

� The eigenvalues of a Hermitian matrix are real; the eigenvectors form an orthonormal
basis.

� The eigenvalues of a skew-Hermitian matrix are purely imaginary or zero.

� The eigenvalues of a unitary matrix have absolute value equal to one.

� If the eigenvalues of a square matrix are not degenerate (distinct), the corresponding
eigenvectors form a basis (i.e., they form a linearly independent set).

Example 2.19 (Eigenvalues and eigenvectors of a matrix)
Find the eigenvalues and the normalized eigenvectors of the matrix
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#
7 0 0
0 1 �i
0 i �1
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Eigenvalue Problem 
Some theorems pertaining to the eigenvalue problem 

1. The eigenvalues of a symmetric matrix are real; the eigenvectors form 
an orthonormal basis. 

2. The eigenvalues of an antisymmetric matrix are purely imaginary or 
zero. 

3. The eigenvalues of a Hermitian matrix are real; the eigenvectors form 
an orthonormal basis. 

4. The eigenvalues of a skew-Hermitian matrix are purely imaginary or 
zero.

5. The eigenvalues of a unitary matrix have absolute value equal to one. 
 If the eigenvalues of a square matrix are not degenerate (distinct), 
the corresponding eigenvectors form a basis (i.e., they form a linearly 
independent set).  
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The orthonormality condition of the base kets of the 
continuous basis |�k⟩ is expressed Dirac’s continuous delta 
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Following the same procedure that led to (2.272), we can show that the third eigenvector is
given by

� a3O �
�

#
0
y

�i�1�
T
2�y

�

$ � (2.273)

its normalization leads to y � 1�
T
2�2�

T
2� (we have considered only the positive value of

y); hence

� a3O �

�

%%#

0
1T

2�2�
T
2�

� i�1�
T
2�T

2�2�
T
2�

�

&&$ � (2.274)

2.6 Representation in Continuous Bases
In this section we are going to consider the representation of state vectors, bras, and operators
in continuous bases. After presenting the general formalism, we will consider two important
applications: representations in the position and momentum spaces.
In the previous section we saw that the representations of kets, bras, and operators in a

discrete basis are given by discrete matrices. We will show here that these quantities are repre-
sented in a continuous basis by continuous matrices, that is, by noncountable infinite matrices.

2.6.1 General Treatment
The orthonormality condition of the base kets of the continuous basis � NkO is expressed not by
the usual discrete Kronecker delta as in (2.170) but by Dirac’s continuous delta function:

NNk � Nk) O � =�k) � k�� (2.275)

where k and k) are continuous parameters and where =�k) � k� is the Dirac delta function (see
Appendix A), which is defined by

=�x� � 1
2H

= �*

�*
eikxdk� (2.276)

As for the completeness condition of this continuous basis, it is not given by a discrete sum as
in (2.172), but by an integral over the continuous variable

= �*

�*
dk � NkONNk � � 
I � (2.277)

where 
I is the unit operator.
Every state vector � OO can be expanded in terms of the complete set of basis kets � NkO:

� OO � 
I � OO �
t= �*

�*
dk � NkONNk �

u
� OO �

= �*

�*
dk b�k� � NkO� (2.278)

where k and k’ are continuous parameters and where '(k,k’) 
is the Dirac delta function which is defined by 
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Before dealing with the representation of kets, bras, and 
operators, let us make a short detour to list some of the 
most important properties of the Dirac delta function 
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where b�k�, which is equal to NNk � OO, represents the projection of � OO on � NkO.
The norm of the discrete base kets is finite (NMn � MnO � 1), but the norm of the continuous

base kets is infinite; a combination of (2.275) and (2.276) leads to

NNk � NkO � =�0� � 1
2H

= �*

�*
dk �� *� (2.279)

This implies that the kets � NkO are not square integrable and hence are not elements of the
Hilbert space; recall that the space spanned by square-integrable functions is a Hilbert space.
Despite the divergence of the norm of � NkO, the set � NkO does constitute a valid basis of vectors
that span the Hilbert space, since for any state vector � OO, the scalar product NNk � OO is finite.
The Dirac delta function
Before dealing with the representation of kets, bras, and operators, let us make a short detour
to list some of the most important properties of the Dirac delta function (for a more detailed
presentation, see Appendix A):

=�x� � 0� for x /� 0� (2.280)
= b

a
f �x�=�x � x0� dx �

|
f �x0� if a � x0 � b�
0 elsewhere� (2.281)

= *

�*
f �x�

dn=�x � a�
dxn

dx � ��1�n d
n f �x�
dxn

nnnn
x�a

� (2.282)

=�;r � ;r )� � =�x � x )�=�y � y )�=�z � z )� � 1
r2 sin A

=�r � r )�=�A � A )�=�	 � 	)�� (2.283)

Representation of kets, bras, and operators
The representation of kets, bras, and operators can be easily inferred from the study that was
carried out in the previous section, for the case of a discrete basis. For instance, the ket � OO
is represented by a single column matrix which has a continuous (noncountable) and infinite
number of components (rows) b�k�:

� OO ��

�

%%#

���
NNk � OO
���

�

&&$ � (2.284)

The bra NO � is represented by a single row matrix which has a continuous (noncountable)
and infinite number of components (columns):

NO ��� �� � � � � � NO � NkO � � � � � �� � (2.285)

Operators are represented by square continuous matrices whose rows and columns have
continuous and infinite numbers of components:


A ��

�

%%%%#

� � �
���

� � �
� � � A�k� k)� � � �
� � �

���
� � �

�

&&&&$
� (2.286)

As an application, we are going to consider the representations in the position and momentum
bases.
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As an application, we are going to consider the representations in the position and momentum
bases.
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In the position representation, the basis consists of an 
infinite set of vectors |r⟩ which are eigenkets to the position 
operator R: 
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2.6.2 Position Representation

In the position representation, the basis consists of an infinite set of vectors 
� ;rO� which are
eigenkets to the position operator 
;R:


;R � ;rO � ;r � ;rO� (2.287)

where ;r (without a hat), the position vector, is the eigenvalue of the operator 
;R. The orthonor-
mality and completeness conditions are respectively given by

N;r � ;r )O � =�;r � ;r )� � =�x � x )�=�y � y)�=�z � z)�� (2.288)=
d3 r � ;rON;r � � 
I � (2.289)

since, as discussed in Appendix A, the three-dimensional delta function is given by

=�;r � ;r )� � 1
�2H�3

=
d3k ei ;k��;r�;r

)�� (2.290)

So every state vector � OO can be expanded as follows:

� OO �
=
d3 r � ;rON;r � OO k

=
d3r O�;r� � ;rO� (2.291)

where O�;r� denotes the components of � OO in the 
� ;rO� basis:

N;r � OO � O�;r�� (2.292)

This is known as the wave function for the state vector � OO. Recall that, according to the
probabilistic interpretation of Born, the quantity � N;r � OO �2 d3r represents the probability of
finding the system in the volume element d3r .
The scalar product between two state vectors, � OO and � MO, can be expressed in this form:

NM � OO � NM �
t=

d3r � ;rON;r �
u
� OO �

=
d3r M`�;r�O�;r�� (2.293)

Since 
;R � ;rO � ;r � ;rO we have

N;r ) � 
;R n � ;rO � ;r n=�;r ) � ;r�� (2.294)

Note that the operator 
;R is Hermitian, since

NM � 
;R � OO �
=
d3r ;rNM � ;rON;r � OO �

v=
d3r ;rNO � ;rON;r � MO

w`

� NO � 
;R � MO`� (2.295)

where r (without a hat), the position vector, is the eigenvalue 
of the operator R. The orthonormality and completeness 
conditions are respectively given by 
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2.6.3 Momentum Representation
The basis 
� ;pO� of the momentum representation is obtained from the eigenkets of the momen-
tum operator 
;P:


;P � ;pO � ;p � ;pO� (2.296)

where ;p is the momentum vector. The algebra relevant to this representation can be easily
inferred from the position representation. The orthonormality and completeness conditions of
the momentum space basis � ;pO are given by

N ;p � ;p )O � =� ;p � ;p )� and
=
d3p � ;pON;p � � 
I� (2.297)

Expanding � OO in this basis, we obtain

� OO �
=
d3 p � ;pON ;p � OO �

=
d3 p �� ;p� � ;pO� (2.298)

where the expansion coefficient �� ;p� represents the momentum space wave function. The
quantity � �� ;p� �2 d3 p is the probability of finding the system’s momentum in the volume
element d3 p located between ;p and ;p � d ;p.
By analogy with (2.293) the scalar product between two states is given in the momentum

space by

NM � OO � NM �
t=

d3 p � ;pON ;p �
u
� OO �

=
d3 p�`� ;p��� ;p�� (2.299)

Since 
;P � ;pO � ;p � ;pO we have

N ;p ) � 
;P n � ;pO � ;p n=� ;p ) � ;p�� (2.300)

2.6.4 Connecting the Position and Momentum Representations
Let us now study how to establish a connection between the position and the momentum rep-
resentations. By analogy with the foregoing study, when changing from the 
� ;rO� basis to the

� ;pO� basis, we encounter the transformation function N;r � ;pO.
To find the expression for the transformation function N;r � ;pO, let us establish a connection

between the position and momentum representations of the state vector � OO:

N;r � OO � N;r �
t=

d3 p � ;pON ;p �
u
� OO �

=
d3 p N;r � ;pO�� ;p�� (2.301)

that is,

O�;r� �
=
d3 p N;r � ;pO�� ;p�� (2.302)

Similarly, we can write

�� ;p� � N ;p � OO � N ;p �
=
d3r � ;rON;r � OO �

=
d3rN ;p � ;rOO�;r�� (2.303)

The orthonormality and completeness conditions of the 
momentum space basis |p⟩ are given by 
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To find the expression for the transformation function <r|p>, 
let us establish a connection between the position and 
momentum representations of the state vector : 

that is
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The last two relations imply that ((r) and $(p)are to be 
viewed as Fourier transforms of each other.
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The quantity �N;r � ;pO�2 represents the probability density of finding the particle in a region
around ;r where its momentum is equal to ;p.
Remark
If the position wave function

O�;r� � 1
�2H �h�3�2

=
d3 p ei ;p�;r��h�� ;p� (2.307)

is normalized (i.e.,
5
d3r O�;r�O`�;r� � 1), its Fourier transform

�� ;p� � 1
�2H �h�3�2

=
d3r e�i ;p�;r��hO�;r� (2.308)

must also be normalized, since
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d3 p�`� ;p��� ;p� �

=
d3 p�`� ;p�

v
1

�2H �h�3�2
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d3r e�i ;p�;r��hO�;r�

w

�
=
d3r O�;r�

v
1

�2H �h�3�2
=
d3 p�`� ;p�e�i ;p�;r��h

w

�
=
d3r O�;r�O`�;r�

� 1� (2.309)

This result is known as Parseval’s theorem.

2.6.4.1 Momentum Operator in the Position Representation

To determine the form of the momentum operator 
;P in the position representation, let us cal-
culate N;r � 
;P � OO:

N;r � 
;P � OO �
=
N;r � 
;P � ;pON ;p � OOd3 p �

=
;pN;r � ;pON ;p � OOd3 p

� 1
�2H �h�3�2

=
;p ei ;p�;r��h�� ;p�d3 p� (2.310)
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where we have used the relation
5
� ;pON ;p � d3 p � 
I along with Eq. (2.305). Now, since

;p ei ;p�;r��h � �i �h ;Vei ;p�;r��h , and using Eq. (2.305) again, we can rewrite (2.310) as

N;r � 
;P � OO � �i �h ;V
t

1
�2H �h�3�2

=
ei ;p�;r��h�� ;p�d3 p

u

� �i �h ;V
t=

N;r � ;pON ;p � OOd3 p
u

� �i �h ;VN;r � OO� (2.311)

Thus, 
;P is given in the position representation by


;P � �i �h ;V� (2.312)

Its Cartesian components are


Px � �i �h
"

"x
� 
Py � �i �h

"

"y
� 
Pz � �i �h

"

"z
� (2.313)

Note that the form of the momentum operator (2.312) can be derived by simply applying the
gradient operator ;V on a plane wave function O�;r� t� � Aei� ;p�;r�Et���h :

�i �h ;VO�;r � t� � ;pO�;r� t� � 
;PO�;r� t�� (2.314)

It is easy to verify that 
;P is Hermitian (see equation (2.378)).
Now, since 
;P � �i �h ;V, we can write the Hamiltonian operator 
H � 
;P 2��2m�� 
V in the

position representation as follows:


H � � �h
2

2m
V2 � 
V �;r� � � �h

2

2m

t
"2

"x2
� "2

"y2
� "2

"z2

u
� 
V �;r�� (2.315)

where V2 is the Laplacian operator; it is given in Cartesian coordinates by V2 � "2�"x2 �
"2�"y2 � "2�"z2.

2.6.4.2 Position Operator in the Momentum Representation

The form of the position operator 
;R in the momentum representation can be easily inferred
from the representation of 
;P in the position space. In momentum space the position operator
can be written as follows:


R j � i �h
"

"p j
� j � x� y� z� (2.316)

or


X � i �h
"

"px
� 
Y � i �h

"

"py
� 
Z � i �h

"

"pz
� (2.317)

The commutator [Rj  Pk ] in the position representation 

2.6. REPRESENTATION IN CONTINUOUS BASES 127

2.6.4.3 Important Commutation Relations

Let us now calculate the commutator [ 
R j � 
Pk] in the position representation. As the separate
actions of 
X 
Px and 
Px 
X on the wave function O�;r� are given by


X 
PxO�;r� � �i �hx
"O�;r�
"x

� (2.318)


Px 
XO�;r� � �i �h
"

"x
�xO�;r�� � �i �hO�;r�� i �hx

"O�;r�
"x

� (2.319)

we have

[ 
X� 
Px ]O�;r� � 
X 
PxO�;r�� 
Px 
XO�;r� � �i �hx
"O�;r�
"x

� i �hO�;r�� i �hx
"O�;r�
"x

� i �hO�;r� (2.320)

or
[ 
X� 
Px ] � i �h� (2.321)

Similar relations can be derived at once for the y and the z components:

[ 
X � 
Px ] � i �h� [ 
Y � 
PY ] � i �h� [ 
Z � 
PZ ] � i �h� (2.322)

We can verify that

[ 
X � 
Py] � [ 
X � 
Pz] � [ 
Y � 
Px ] � [ 
Y � 
Pz] � [ 
Z � 
Px ] � [ 
Z� 
Py] � 0� (2.323)

since the x , y, z degrees of freedom are independent; the previous two relations can be grouped
into

[ 
R j � 
Pk] � i �h= jk� [ 
R j � 
Rk] � 0� [ 
Pj � 
Pk] � 0 � j� k � x� y� z�� (2.324)

These relations are often called the canonical commutation relations.
Now, from (2.321) we can show that (for the proof see Problem 2.8 on page 139)

[ 
Xn� 
Px ] � i �hn 
Xn�1� [ 
X� 
Pnx ] � i �hn 
Pn�1x � (2.325)

Following the same procedure that led to (2.320), we can obtain a more general commutation
relation of 
Px with an arbitrary function f � 
X�:

[ f � 
X�� 
Px ] � i �h
d f � 
X�
d 
X

>"
K 
;P� F� 
;R�

L
� �i �h ;VF� 
;R��� (2.326)

where F is a function of the operator 
;R.
The explicit form of operators thus depends on the representation adopted. We have seen,

however, that the commutation relations for operators are representation independent. In par-
ticular, the commutator [ 
R j � 
Pk] is given by i �h= jk in the position and the momentum represen-
tations; see the next example.

and 
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[ 
X � 
Px ] � i �h� [ 
Y � 
PY ] � i �h� [ 
Z � 
PZ ] � i �h� (2.322)

We can verify that

[ 
X � 
Py] � [ 
X � 
Pz] � [ 
Y � 
Px ] � [ 
Y � 
Pz] � [ 
Z � 
Px ] � [ 
Z� 
Py] � 0� (2.323)

since the x , y, z degrees of freedom are independent; the previous two relations can be grouped
into

[ 
R j � 
Pk] � i �h= jk� [ 
R j � 
Rk] � 0� [ 
Pj � 
Pk] � 0 � j� k � x� y� z�� (2.324)

These relations are often called the canonical commutation relations.
Now, from (2.321) we can show that (for the proof see Problem 2.8 on page 139)

[ 
Xn� 
Px ] � i �hn 
Xn�1� [ 
X� 
Pnx ] � i �hn 
Pn�1x � (2.325)

Following the same procedure that led to (2.320), we can obtain a more general commutation
relation of 
Px with an arbitrary function f � 
X�:

[ f � 
X�� 
Px ] � i �h
d f � 
X�
d 
X

>"
K 
;P� F� 
;R�

L
� �i �h ;VF� 
;R��� (2.326)

where F is a function of the operator 
;R.
The explicit form of operators thus depends on the representation adopted. We have seen,

however, that the commutation relations for operators are representation independent. In par-
ticular, the commutator [ 
R j � 
Pk] is given by i �h= jk in the position and the momentum represen-
tations; see the next example.
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ψ +φ = (ψ1 +φ1,ψ2 +φ2,ψ3 +φ3, . . .ψn +φn), (4.1.6)

and

a ψ = (a ψ1,a ψ2,a ψ3, . . . ,a ψn). (4.1.7)

The unit element is the vector

0 = (0,0,0, . . . ,0), (4.1.8)

while the role of the element inverse to a given element ψ is played by the vector

−ψ = (−ψ1,−ψ2,−ψ3, . . . ,−ψn). (4.1.9)

Example 4.1.1: Show that the vectors

ψ1 =




5
3
4



 , ψ2 =




1
2
3



 , ψ3 =




7
7
10





are linearly dependent.

Solution: For these vectors to be linearly independent, their linear combination aψ1+bψ2+
cψ3 must be zero only if a = b = c = 0. Let us check whether it is really the case. For this
purpose, we put aψ1+bψ2+cψ3 = 0 and determine the values of a,b and c for which this
equation can be satisfied. Hence, we have

a




5
3
4



+ b




1
2
3



+ c




7
7
10



=




5a+ b+ 7c
3a+ 2b+ 7c
4a+ 3b+ 10c



=




0
0
0



 . (4.1.10)

Equation (4.1.10) leads to a system of three algebraic equations for a,b and c. The solution
of these equations yields: a = −c,b = −2c. Clearly, (4.1.10) holds good for a = b =
c = 0. However, (4.1.10) is also satisfied for non-zero values of the constants a,b and c.
For instance, it is satisfied for a = 1,b = 2 and c = −1, which shows that ψ3 is a linear
combination of the other two vectors: ψ3 = ψ1 + 2ψ2. Hence, the given system of vectors
is linearly dependent.

Example 4.1.2: Check whether the system of vectors

ψ1 =




5
0
0



 , ψ2 =




0
−2
0



 , ψ3 =




0
0
10





is linearly independent or not.

are linearly dependent. 
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
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For instance, it is satisfied for a = 1,b = 2 and c = −1, which 
shows that �3 is a linear combination of the other two 
vectors: �3 = �1 + 2�2 . 
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2. Suppose that |)1 ⟩ , |)2 ⟩ , |)3 ⟩ constitute an ⟨)i|)j⟩=�ij. 

Consider the following kets given in this basis: 
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Example 4.2.1: Suppose that |φ1〉 , |φ2〉 , |φ3〉 constitute an orthonormal basis, that is,
〈φi|φ j〉= δi j. Consider the following kets given in this basis:

|ψ〉= 3i |φ1〉+ 2 |φ2〉+ i |φ3〉 , (4.2.18)

|φ〉= 2 |φ1〉−3 |φ2〉+ 5 |φ3〉 . (4.2.19)

(a) Find 〈ψ| and 〈φ |.
(b) Compute the inner product 〈φ |ψ〉 and show that 〈φ |ψ〉= 〈ψ|φ〉∗.
(c) Let a = 2+ 3i and compute |aψ〉.
(d) Find |ψ +φ〉 and |ψ−φ〉.

Solution: (a) Using the properties discussed earlier,

〈ψ|= (3i)∗ 〈φ1|+ 2〈φ2|+(i)∗ |φ3〉= −3i〈φ1|+ 2〈φ2|− i〈φ3| (4.2.20)

〈φ |= 2〈φ1|−3〈φ2|+ 4〈φ3| . (4.2.21)

(b) To compute the inner product, we rely on the fact that the basis is orthonormal,
〈
φi|φ j

〉
= δi j. (4.2.22)

And so we obtain

〈φ |ψ〉= (2〈φ1|−3〈φ2|+ 4〈φ3|)(3i |φ1〉+ 2 |φ2〉+ i |φ3〉)

= 6i〈φ1|φ1〉+ 4〈φ1|φ2〉+ 2i〈φ1|φ3〉−9i〈φ2|φ1〉−6〈φ2|φ2〉−3i〈φ2|φ3〉

+ 12i〈φ3|φ1〉+ 8〈φ3|φ2〉+ 4i〈φ3|φ3〉

= 6i−6+ 4i = −6+ 10i. (4.2.23)

Now the inner product 〈ψ|φ〉 is

〈ψ|φ〉= (−3i |φ1〉+ 2 |φ2〉− i |φ3〉)(2〈φ1|−3〈φ2|+ 4〈φ3|)

= −6i〈φ1|φ1〉+ 9i〈φ1|φ2〉−12i〈φ1|φ3〉+ 4〈φ2|φ1〉−6〈φ2|φ2〉+ 8〈φ2|φ3〉

−2i〈φ3|φ1〉+ 3i〈φ3|φ2〉−4i〈φ3|φ3〉

= −6i−6−4i = −6−10i = 〈φ |ψ〉∗ . (4.2.24)

(c) To compute |aψ〉, we multiply each coefficient in the expansion by a:

|a ψ〉= (2+ 3i)(3i |φ1〉+ 2 |φ2〉+ i |φ3〉) = 6i |φ1〉+ 4 |φ2〉+ 2i |φ3〉

−9 |φ1〉+ 6i |φ2〉−3 |φ3〉= (−9+ 6i) |φ1〉+(4+ 6i) |φ2〉− (3−2i) |φ3〉 . (4.2.25)

(a)  Find ⟨�| and ⟨)|.  

(b)  Compute the inner product ⟨)|�⟩ and show that ⟨)|�⟩ = 

⟨�|)⟩ .  

(c)  Let a=2+3i and compute |a�⟩.  
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(c) To compute |aψ〉, we multiply each coefficient in the expansion by a:

|a ψ〉= (2+ 3i)(3i |φ1〉+ 2 |φ2〉+ i |φ3〉) = 6i |φ1〉+ 4 |φ2〉+ 2i |φ3〉

−9 |φ1〉+ 6i |φ2〉−3 |φ3〉= (−9+ 6i) |φ1〉+(4+ 6i) |φ2〉− (3−2i) |φ3〉 . (4.2.25)
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Exercise

3. Let the Hamiltonian for a system be given by: 
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given eigenvalue, λ , there are more than one eigenfunctions, the eigenvalue λ is said to be
degenerate. If, for instance, for a given eigenvalue, λk, there exist m linearly independent
eigenfunctions, then the eigenvalue λk is said to be m-fold degenerate.

To find the eigenvalues and eigenvectors of the matrix F , representing the operator F̂
in V , we set up the characteristic equation for the determination of λ by equating the
determinant of the matrix (F−λ I), I being the unit matrix, to zero:

det(F−λ I) = 0. (4.6.12)

Equation (4.6.12) is a polynomial equation of degree n, where n is the rank of the matrix
F . The solution of this equation gives us the eigenvalues λ . The eigenvectors are found
according to the general methods in the theory of matrices. Let us consider some examples.

Example 4.6.1: Find the operator, F̂†, hermitian conjugate to the operator F̂ , which given
by the matrix

F =




5 0 0
0 1 −2i
0 2i −1



 . (4.6.13)

Using the result, verify whether F̂ is a hermitian operator or not.

Solution: According to our prescription, we have to first find the transposed matrix. It is
given by

FT =




5 0 0
0 1 2i
0 −2i −1



 . (4.6.14)

The next step is to take the complex conjugate of the matrix FT . We have

F† =




5 0 0
0 1 −2i
0 2i −1



 , (4.6.15)

The operator F̂† is given by the matrix F†. Since F† = F , the operator, F̂ , is hermitian.

Example 4.6.2: Let the Hamiltonian for a system be given by:

Ĥ =

(
ε1 ε2

ε2 ε1

)
, (4.6.16)

where ε1 and ε2 are constants of the dimensions of energy. Find the eigenvalues and the
corresponding eigenvectors of Ĥ and, thus, set up the basis in the state space of the system.

Find the eigenvalues and the corresponding eigenvectors of 
H and, thus, set up the basis in the state space of the 
system. 
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Solution: To find the eigenvalues of the Hamiltonian, we set

det(H−λ I) = det
(

ε1−λ ε2
ε2 ε1−λ

)
= 0. (4.6.17)

Simplifying the above equation, we have

λ 2−2ε1λ +
(
ε2

1 − ε2
2
)
= 0. (4.6.18)

The solutions to this equation yield the eigenvalues of H:

λ1 = ε1 + ε2, λ1 = ε1− ε2. (4.6.19)

Let |α1〉=
(

a
b

)
be the eigenvector corresponding to λ1. We have

(
ε1 ε2
ε2 ε1

)(
a
b

)
= (ε1 + ε2)

(
a
b

)
. (4.6.20)

Equation (4.6.20) leads to

ε1a+ ε2b = (ε1 + ε2)a, (4.6.21)

ε2a+ ε1b = (ε1 + ε2)b, (4.6.22)

which in turn yields a = b. As a result,

|α1〉=
(

a
a

)
= a

(
1
1

)
. (4.6.23)

Consequently, the normalized eigenvector corresponding to λ1 is

|α1〉=
1√
2

(
1
1

)
. (4.6.24)

Similarly, the normalized eigenvector corresponding to the eigenvalue λ2 is given by

|α2〉=
1√
2

(
1
−1

)
. (4.6.25)

The orthonormal vectors |α1〉 and |α2〉 constitute the required basis.
Before we proceed further, let us state and prove some important theorems about the

properties of the eigenvalues and the eigenfunctions of a hermitian operator. These are
essentially the same as we discussed earlier; however, here we shall put them into Dirac
notation.

The solutions to this equation yield the eigenvalues of H: 
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be the eigenvector corresponding to λ1. We have

(
ε1 ε2
ε2 ε1

)(
a
b

)
= (ε1 + ε2)

(
a
b

)
. (4.6.20)

Equation (4.6.20) leads to

ε1a+ ε2b = (ε1 + ε2)a, (4.6.21)

ε2a+ ε1b = (ε1 + ε2)b, (4.6.22)

which in turn yields a = b. As a result,

|α1〉=
(

a
a

)
= a

(
1
1

)
. (4.6.23)

Consequently, the normalized eigenvector corresponding to λ1 is

|α1〉=
1√
2

(
1
1

)
. (4.6.24)

Similarly, the normalized eigenvector corresponding to the eigenvalue λ2 is given by

|α2〉=
1√
2

(
1
−1

)
. (4.6.25)

The orthonormal vectors |α1〉 and |α2〉 constitute the required basis.
Before we proceed further, let us state and prove some important theorems about the

properties of the eigenvalues and the eigenfunctions of a hermitian operator. These are
essentially the same as we discussed earlier; however, here we shall put them into Dirac
notation.
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The orthonormal vectors |α1〉 and |α2〉 constitute the required basis.
Before we proceed further, let us state and prove some important theorems about the

properties of the eigenvalues and the eigenfunctions of a hermitian operator. These are
essentially the same as we discussed earlier; however, here we shall put them into Dirac
notation.


