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Blackbody Radiation 

If the temperature were increased still further, the color 
would progress through orange, yellow, and finally white. 
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Blackbody Radiation 

Thermal equilibrium: one body absorbs thermal energy at 
the same rate as it emits it. 

Blackbody: it absorbs all the radiation falling on it and 
reflects none.  (idealized case)

The simplest way to construct a blackbody is to drill a 
small hole in the wall of a hollow container. 

96 Chapter 3 The Experimental Basis of Quantum Physics

Line spectra provide a prime example of quantization. We have learned that 
the hydrogen line spectra have precise wavelengths that can be described em-
pirically by simple equations. We will see in the next chapter that Niels Bohr 
used some simple assumptions based on the new quantum theory to model the 
atom and successfully predict these wavelengths. By the end of the nineteenth 
century radiation spectra had been well studied. There certainly didn’t appear 
to be any quantization effects observed in blackbody radiation spectra emitted 
by hot bodies. However, the explanation of blackbody radiation spectra was to 
have a tremendous in flu ence on the discovery of quantum physics.

3.5  Blackbody Radiation
It has been known for many centuries that when matter is heated, it emits radia-
tion. We can feel heat radiation emitted by the heating element of an electric 
stove as it warms up. As the heating element reaches 550°C, its color becomes 
dark red, turning to bright red around 700°C. If the temperature were increased 
still further, the color would progress through orange, yellow, and finally white. 
We can determine experimentally that a broad spectrum of wavelengths is emit-
ted when matter is heated. This process was of great interest to physicists of the 
nineteenth century. They measured the intensity of radiation being emitted as a 
function of material, temperature, and wavelength.

All bodies simultaneously emit and absorb radiation. When a body’s tem-
perature is constant in time, the body is said to be in thermal equilibrium with its 
surroundings. In order for the temperature to be constant, the body must absorb 
thermal energy at the same rate as it emits it. This implies that a good thermal 
emitter is also a good absorber.

Physicists generally try to study first the simplest or most idealized case of a 
problem to gain the insight needed to analyze more complex situations. For 
thermal radiation the simplest case is a blackbody, which has the ideal property 
that it absorbs all the radiation falling on it and reflects none. The simplest way 
to construct a blackbody is to drill a small hole in the wall of a hollow container 
as shown in Figure 3.8. Radiation entering the hole will be reflected around in-
side the container and then eventually absorbed. Only a small fraction of the 
entering rays will be reemitted through the hole. If the blackbody is in thermal 
equilibrium, then it must also be an excellent emitter of radiation.

Blackbody radiation is theoretically interesting because of its universal char-
acter: the radiation properties of the blackbody (that is, the cavity) are indepen-
dent of the particular material of which the container is made. Physicists can study 
the previously mentioned properties of intensity versus wavelength (called spec-
tral distribution) at fixed temperatures without having to understand the details 
of emission or absorption by a particular kind of atom. The question of precisely 
what the thermal radiation actually consisted of was also of interest, although it 
was assumed, for lack of evidence to the contrary (and correctly, it turned out!), 
to be electromagnetic radiation.

The intensity I(l, T ) is the total power radiated per unit area per unit wave-
length at a given temperature. Measurements of I(l, T ) for a blackbody are 
displayed in Figure 3.9. Two important observations should be noted:

1.  The maximum of the distribution shifts to smaller wavelengths as the tem-
perature is increased.

2.  The total power radiated increases with the temperature.

Radiation emission and 
absorption

Blackbody radiation is 
unique

Figure 3.8 Blackbody radiation. 
Electromagnetic radiation (for 
example, light) entering a small 
hole reflects around inside the 
container before eventually being 
absorbed.
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I = cε0E2 = cwem (3.2a)

and the power, transmitted through the area Awith the normal
unit vector ên

dW
dt

= I A
k
|k| ên (3.2b)

is determined by the relative orientation of wave vector k and
normal vector en of the area A.

Note that in this classical description both power density
and intensity depend on the square of the electric field ampli-
tude E . They are continuous functions of E and of the space
coordinates inside the radiation field.

The classical electromagnetic wave also has a momentum
density (momentum per unit volume),

πem = ε0(E × B) = 1
c2

S (3.2c)

described by the pointing vector S = ε0c2(E×B), where the
amount of S

|S| = ε0cE2 = I (3.2d)

equals the intensity of the wave.
An important quantity is the spectral intensity Iν [Wm−2 s]

with

I =
∞∫

ν=0

Iν(ν)dν, (3.2e)

where Iν(ν)dν gives the incident power density within the
spectral interval dν.

All these results can be derived from Maxwell’s equa-
tions and the continuity equation, which describes all phe-
nomena observed until the end of the 19th century very
well.

The first hints that corrections were necessary came from
experiments measuring the spectral distribution of the radia-
tion emitted by a hot blackbody, which will be discussed in
the following section.

3.1.1 Blackbody Radiation

Material that absorbs all incident radiation (its absorption is
A∗ = 1) is called a blackbody. It can be approximately real-
ized by a closed cavity with absorbing walls and a small hole
in one of the walls (Fig. 3.1). If the area ∆A of this hole is
very small compared to the area A of the inner walls, radi-
ation passing from outside through the hole into the cavity
has a negligible chance to leave the cavity again, i.e., it is

completely absorbed. This means that the absorption of the
hole is A∗ ≈ 1.

When the walls of the cavity are heated to a temperature
T > Ts, where Ts is the temperature of the surrounding, the
hole acts as radiation source with an intensity that is larger
than that of any other body at the same temperature. This
can be demonstrated by a simple experiment. Into one side
of a solid graphite cube the letter H is mill-cut (Fig. 3.2).
At low temperatures the letter appears much darker than its
surroundings, but at higher temperatures (about 1000K) it
appears bright yellow on a dark red surrounding. This means
that at low temperatures it absorbs nearly all incident radiation
while at higher temperatures it emits more than the surface of
the cube at the same temperature.

Inside the closed cavity of Fig. 3.1 a stationary radiation
field exists that depends solely on the temperature of the cavity
walls and not on the dimensions d of the cavity as long as
d & λ, where λ is the wavelength of the enclosed radiation.
The application of basic laws of thermodynamics lead to the
following considerations.

Fig.3.1 A closed cavity absorbs nearly all radiation entering the cavity
through a small hole

Fig. 3.2 The letter H mill-cut into a graphite cube appears completely
black at temperature Tk < Ts = temperature of the surrounding, but
appears bright for Tk & Ts
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Blackbody Radiation 

The Kirchhoff’s law: the radiation properties of the 
blackbody are independent of the particular material of 
which the container is made.  


Spectral distribution: properties of intensity versus 
wavelength at fixed temperatures. 


The intensity:


is the total power radiated per unit area per unit 

wavelength at a given temperature. 


eν = J(ν, T )
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Blackbody Radiation 

Measurements of intensity for a blackbody are displayed 

   3.5 Blackbody Radiation 97

The first observation is expressed in Wien’s displacement law:

 lmaxT ! 2.898 " 10#3 m # K  (3.14)

where lmax is the wavelength of the peak of the spectral distribution at a given 
temperature. We can see in Figure 3.9 that the position of lmax varies with tem-
perature as prescribed by Equation (3.14). Wilhelm Wien received the Nobel 
Prize in 1911 for his discoveries concerning radiation. We can quantify the sec-
ond observation by integrating the quantity I(l, T ) over all wavelengths to find 
the power per unit area at temperature T.

 R 1T 2 ! !
q

0

I1l, T 2  dl (3.15)

Josef Stefan found empirically in 1879, and Boltzmann demonstrated theoreti-
cally several years later, that R(T ) is related to the temperature by

 R 1T 2 ! PsT 4  (3.16)

This is known as the Stefan-Boltzmann law, with the constant s experimentally 
measured to be 5.6705 " 10#8 W/(m2 # K4). The Stefan-Boltzmann law equation 
can be applied to any material for which the emissivity is known. The emissivity P 
(P ! 1 for an idealized blackbody) is simply the ratio of the emissive power of an 
object to that of an ideal blackbody and is always less than 1. Thus, Equa-
tion (3.16) is a useful and valuable relation for practical scientific and engineer-
ing work.

Wien’s displacement law

Stefan-Boltzmann law
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Figure 3.9 Spectral distribution of radiation emitted from a blackbody for different blackbody 
temperatures.
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Blackbody Radiation 

Measurements of intensity for a blackbody are displayed 



16/03/2022 Jinniu Hu

Blackbody Radiation 
Two important observations should be noted: 

1. The maximum of the distribution shifts to smaller 

   wavelengths as the temperature is increased. 

2. The total power radiated increases with the temperature.


The first observation is expressed in Wien’s displacement law:
�maxT = 2.898⇥ 10�3 m ·K

 where !max is the wavelength of the peak of the spectral 
distribution at a given temperature.


Wilhelm Wien received the Nobel Prize in 1911 for his 
discoveries concerning radiation. 
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Blackbody Radiation 
We can quantify the second observation by integrating the 
quantity intensity over all wavelengths to find the power per 
unit area at temperature T�

Stefan-Boltzmann law: 

 with the constant 
� = 5.6705⇥ 10�8 W/(m2 ·K4)

 The emissivity " is simply the ratio of the emissive power of 
an object to that of an ideal blackbody and is always less 
than 1. 

 

Equation 3.2 shows that the power emitted per unit area per unit frequency by
a blackbody depends only on temperature and light frequency and not on
the physical and chemical makeup of the blackbody, in agreement with
Wedgwood’s early observation.

Because absorption and emission are connected by Kirchhoff’s theorem, we
see that a blackbody or perfect absorber is also an ideal radiator. In practice, a
small opening in any heated cavity, such as a port in an oven, behaves like a
blackbody because such an opening traps all incident radiation (Fig. 3.4). If
the direction of the radiation is reversed in Figure 3.4, the light emitted by a
small opening is in thermal equilibrium with the walls, because it has been
absorbed and re-emitted many times.

The next important development in the quest to understand the universal
character of the radiation emitted by glowing solids came from the Austrian
physicist Josef Stefan (1835–1893) in 1879. He found experimentally that the
total power per unit area emitted at all frequencies by a hot solid, e total, was
proportional to the fourth power of its absolute temperature. Therefore,
Stefan’s law may be written as

(3.3)

where e total is the power per unit area emitted at the surface of the blackbody
at all frequencies, ef is the power per unit area per unit frequency emitted by
the blackbody, T is the absolute temperature of the body, and ! is the
Stefan–Boltzmann constant, given by ! " 5.67 # 10$8 W % m$2 % K$4. A body
that is not an ideal radiator will obey the same general law but with a coeffi-
cient, a, less than 1:

e total " a!T 4 (3.4)

Only 5 years later another impressive confirmation of Maxwell’s electromag-
netic theory of light occurred when Boltzmann derived Stefan’s law from a
combination of thermodynamics and Maxwell’s equations.

e total " !&

0
ef df " !T 4

3.2 BLACKBODY RADIATION 69

Figure 3.4 The opening to the
cavity inside a body is a good
approximation of a blackbody.
Light entering the small opening
strikes the far wall, where some
of it is absorbed but some is re-
flected at a random angle. The
light continues to be reflected,
and at each reflection a portion
of the light is absorbed by the
cavity walls. After many reflec-
tions essentially all of the inci-
dent energy is absorbed.

Stefan’s law

e total(R s). This comes from the conservation of energy:

e total(R s) % 4'R s
2 " e total(R ) % 4'R 2

or

Using Equation 3.5, we have

or

" 5800 K

T " " (1400 W/m2)(1.5 # 1011 m)2

(5.6 # 10$8 W/m2 % K4)(7.0 # 108 m)2 #
1/4

T " " e total(R) %R2

!R2
s

#
1/4

e total(R s) " e total(R) %
R2

R2
s

EXAMPLE 3.1 Stefan’s Law Applied to the Sun

Estimate the surface temperature of the Sun from
the following information. The Sun’s radius is given
by R s " 7.0 # 108 m. The average Earth–Sun distance
is R " 1.5 # 1011 m. The power per unit area (at all fre-
quencies) from the Sun is measured at the Earth to be
1400 W/m2. Assume that the Sun is a blackbody.

Solution For a black body, we take a " 1, so Equation
3.4 gives

e total(R s) " !T 4 (3.5)

where the notation e total(R s) stands for the total power
per unit area at the surface of the Sun. Because the prob-
lem gives the total power per unit area at the Earth,
e total(R), we need the connection between e total(R) and

Copyright 2005 Thomson Learning, Inc. All Rights Reserved.  

 

etotal = ∫ J(ν, T )dν = σT4
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Blackbody Radiation 

It is more convenient to consider the spectral energy density, 
or energy per unit volume per unit frequency of the radiation 
within the blackbody cavity, u(#, T ). 


Because the cavity radiation is isotropic and unpolarized, one 
can average over direction to show that the constant of 
proportionality between J(#, T) and u(#, T) is c/4, where c is 
the speed of light. Therefore, 


J(ν, T ) = u(ν, T )c/4
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An important guess as to the form of the universal function 
u(f, T) was made in 1893 by Wien and had the form

where A and $ ︎are constants. This result was known as Wien’s 

exponential law; it resembles and was loosely based on 
Maxwell’s velocity distribution for gas molecules. 


had confirmed Wien’s guess by working in the then difficult infrared range of
1 to 4 !m and at temperatures of 400 to 1600 K.4

As can be seen in Figure 3.5, Paschen had made most of his measurements
in the maximum energy region of a body heated to 1500 K and had found
good agreement with Wien’s exponential law. In 1900, however, Lummer and
Pringsheim extended the measurements to 18 !m, and Rubens and Kurlbaum
went even farther—to 60 !m. Both teams concluded that Wien’s law failed
in this region (see Fig. 3.5). The experimental setup used by Rubens and
Kurlbaum is shown in Figure 3.6. It is interesting to note that these historic

3.2 BLACKBODY RADIATION 71

4We should point out the great difficulty in making blackbody radiation measurements and the
singular advances made by German spectroscopists in the crucial areas of blackbody sources, sen-
sitive detectors, and techniques for operating far into the infrared region. In fact, it is dubious
whether Planck would have found the correct blackbody law as quickly without his close associa-
tion with the experimentalists at the Physikalisch Technische Reichsanstalt of Berlin (a sort of
German National Bureau of Standards)—Otto Lummer, Ernst Pringsheim, Heinrich Rubens,
and Ferdinand Kurlbaum.
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Figure 3.5 Discrepancy between Wien’s law and experimental data for a blackbody
at 1500 K.
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Figure 3.6 Apparatus for measuring blackbody radiation at a single wavelength in
the far infrared region. The experimental technique that disproved Wien’s law and
was so crucial to the discovery of the quantum theory was the method of residual
rays (Restrahlen). In this technique, one isolates a narrow band of far infrared radia-
tion by causing white light to undergo multiple reflections from alkalide halide crys-
tals (P1 –P4). Because each alkali halide has a maximum reflection at a characteristic
wavelength, quite pure bands of far infrared radiation may be obtained with
repeated reflections. These pure bands can then be directed onto a thermopile (T )
to measure intensity. E is a thermocouple used to measure the temperature of the
blackbody oven, K.

Copyright 2005 Thomson Learning, Inc. All Rights Reserved.  
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Figure 1.2 Comparison of various spectral densities: while the Planck and experimental dis-
tributions match perfectly (solid curve), the Rayleigh–Jeans and the Wien distributions (dotted
curves) agree only partially with the experimental distribution.

Stefan–Boltzmann constant, and a is a coefficient which is less than or equal to 1; in the case
of a blackbody a � 1. Then in 1884 Boltzmann provided a theoretical derivation for Stefan’s
experimental law by combining thermodynamics and Maxwell’s theory of electromagnetism.

Wien’s energy density distribution
Using thermodynamic arguments, Wien took the Stefan–Boltzmann law (1.1) and in 1894 he
extended it to obtain the energy density per unit frequency of the emitted blackbody radiation:

u�F� T � � AF3e�;F�T � (1.2)

where A and ; are empirically defined parameters (they can be adjusted to fit the experimental
data). Note: u�F� T � has the dimensions of an energy per unit volume per unit frequency; its SI
units are Jm�3 Hz�1. Although Wien’s formula fits the high-frequency data remarkably well,
it fails badly at low frequencies (Figure 1.2).

Rayleigh’s energy density distribution
In his 1900 attempt, Rayleigh focused on understanding the nature of the electromagnetic ra-
diation inside the cavity. He considered the radiation to consist of standing waves having a
temperature T with nodes at the metallic surfaces. These standing waves, he argued, are equiv-
alent to harmonic oscillators, for they result from the harmonic oscillations of a large number
of electrical charges, electrons, that are present in the walls of the cavity. When the cavity is in
thermal equilibrium, the electromagnetic energy density inside the cavity is equal to the energy
density of the charged particles in the walls of the cavity; the average total energy of the radia-
tion leaving the cavity can be obtained by multiplying the average energy of the oscillators by
the number of modes (standing waves) of the radiation in the frequency interval F to F � dF:

N�F� � 8HF2

c3
� (1.3)
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In his 1900 attempt, Rayleigh focused on understanding the 
nature of the electromagnetic radiation inside the cavity. 

When the cavity is in thermal equilibrium, the 
electromagnetic energy density inside the cavity is equal to 
the energy density of the charged particles in the walls of 
the cavity.

The average total energy of the radiation leaving the cavity 
can be obtained by multiplying the average energy of the 
oscillators by the number of modes (standing waves) of the 
radiation in the frequency interval # to #+dv: 

Blackbody Radiation 
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So the electromagnetic energy density in the frequency 

range # to #+dv is given by 

Blackbody Radiation 
1.2. PARTICLE ASPECT OF RADIATION 7

where c � 3� 108 m s�1 is the speed of light; the quantity �8HF2�c3�dF gives the number of
modes of oscillation per unit volume in the frequency range F to F�dF. So the electromagnetic
energy density in the frequency range F to F � dF is given by

u�F� T � � N�F�NEO � 8HF2

c3
NEO� (1.4)

where NEO is the average energy of the oscillators present on the walls of the cavity (or of the
electromagnetic radiation in that frequency interval); the temperature dependence of u�F� T � is
buried in NEO.
How does one calculate NEO? According to the equipartition theorem of classical thermo-

dynamics, all oscillators in the cavity have the same mean energy, irrespective of their frequen-
cies3:

NEO �
5*
0 Ee�E�kT dE
5*
0 e�E�kT dE

� kT� (1.5)

where k � 1�3807 � 10�23 JK�1 is the Boltzmann constant. An insertion of (1.5) into (1.4)
leads to the Rayleigh–Jeans formula:

u�F� T � � 8HF2

c3
kT � (1.6)

Except for low frequencies, this law is in complete disagreement with experimental data: u�F� T �
as given by (1.6) diverges for high values of F, whereas experimentally it must be finite (Fig-
ure 1.2). Moreover, if we integrate (1.6) over all frequencies, the integral diverges. This implies
that the cavity contains an infinite amount of energy. This result is absurd. Historically, this was
called the ultraviolet catastrophe, for (1.6) diverges for high frequencies (i.e., in the ultraviolet
range)—a real catastrophical failure of classical physics indeed! The origin of this failure can
be traced to the derivation of the average energy (1.5). It was founded on an erroneous premise:
the energy exchange between radiation and matter is continuous; any amount of energy can be
exchanged.

Planck’s energy density distribution
By devising an ingenious scheme—interpolation between Wien’s rule and the Rayleigh–Jeans
rule—Planck succeeded in 1900 in avoiding the ultraviolet catastrophe and proposed an ac-
curate description of blackbody radiation. In sharp contrast to Rayleigh’s assumption that a
standing wave can exchange any amount (continuum) of energy with matter, Planck considered
that the energy exchange between radiation and matter must be discrete. He then postulated
that the energy of the radiation (of frequency F) emitted by the oscillating charges (from the
walls of the cavity) must come only in integer multiples of hF:

E � nhF� n � 0� 1� 2� 3� � � � � (1.7)

where h is a universal constant and hF is the energy of a “quantum” of radiation (F represents
the frequency of the oscillating charge in the cavity’s walls as well as the frequency of the
radiation emitted from the walls, because the frequency of the radiation emitted by an oscil-
lating charged particle is equal to the frequency of oscillation of the particle itself). That is,
the energy of an oscillator of natural frequency F (which corresponds to the energy of a charge

3Using a variable change ; � 1��kT �, we have NEO � � "
"; ln

r5*
0 e�;EdE

s
� � "

"; ln�1�;� � 1�; k kT .

where <E> is the average energy of the oscillators present on 
the walls of the cavity. According to the equipartition 
theorem of classical thermodynamics, all oscillators in the 
cavity have the same mean energy, irrespective of their 
frequencies :  
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lating charged particle is equal to the frequency of oscillation of the particle itself). That is,
the energy of an oscillator of natural frequency F (which corresponds to the energy of a charge

3Using a variable change ; � 1��kT �, we have NEO � � "
"; ln

r5*
0 e�;EdE

s
� � "

"; ln�1�;� � 1�; k kT .
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Rayleigh-Jeans formula:

It is the best formulation that classical theory can provide to 
describe blackbody radiation. 


When
� ! 0

the total energy of all configurations is infinite. In 1911 Paul 
Ehrenfest dubbed this situation the “ultraviolet catastrophe,” 
and it was one of the outstanding exceptions that classical 
physics could not explain. 


u(ν, T ) = 8πν2

c3 kT

k1

m ω1
ω2

k2

m

energy E in a continuous range from 0 to !. Thus the sums in Equation 3.16 must
be replaced with integrals, and the expression for becomes

The calculation of N( f ) is a bit more complicated but is of importance here as
well as in the free electron model of metals. Appendix 1 on our Web site gives the
derivation of the density of modes, N( f ) df. One finds

(3.45)

or in terms of wavelength,

(3.46)

The spectral energy density is simply the density of modes multiplied by kBT, or

(3.17)

In terms of wavelength,

(3.18)

However, as one can see from Figure 3.12, this classical expression, known as the
Rayleigh – Jeans law, does not agree with the experimental results in the short
wavelength region. Equation 3.18 diverges as " : 0, predicting unlimited energy
emission in the ultraviolet region, which was dubbed the “ultraviolet catastro-
phe.” One is forced to conclude that classical theory fails miserably to explain
blackbody radiation.
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Figure 3.11 A one-dimensional harmonic oscillator is equivalent to a plane-
polarized electromagnetic standing wave.
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   3.5 Blackbody Radiation 99

Attempts to understand and derive from basic principles the shape of the 
blackbody spectral distribution (Figure 3.9) were unsuccessful throughout the 
1890s and presented a serious dilemma to the best scientists of the day. The nature 
of the dilemma can be understood from classical electromagnetic theory, together 
with statistical thermodynamics. The radiation emitted from a blackbody can be 
expressed as a superposition of electromagnetic waves of different frequencies 
within the cavity. That is, radiation of a given frequency is represented by a stand-
ing wave inside the cavity. The equipartition theorem of thermodynam ics (Chap-
ter 9) assigns equal average energy kT to each possible wave configuration.

Lord Rayleigh used the classical theories of electromagnetism and thermo-
dynamics to show in June 1900 that the blackbody spectral distribution should 
have a 1/!4 dependence, which is completely inconsistent with the experimental 
result at low wavelength shown in Figure 3.9. Later, in 1905, after Sir James Jeans 
helped Rayleigh determine the factor in front of this distribution, they presented 
their complete result to be

 I1l,T 2 !
2pckT
l4  (3.22)

This result is known as the Rayleigh-Jeans formula, and it is the best formulation 
that classical theory can provide to describe blackbody radiation. For long wave-
lengths there are few confi gurations through which a standing wave can form 
inside the cavity. However, as the wavelength becomes shorter the number of 
standing wave possibilities increases, and as ! S 0, the number of possible con-
fi gurations increases without limit. This means the total energy of all confi gura-
tions is infi nite, because each standing wave confi guration has the nonzero en-
ergy kT. We show a graph of the Rayleigh-Jeans result compared with experimental 
data in Figure 3.10, and although the prediction approaches the data at long 
wavelengths, it deviates badly at short wavelengths. In 1911 Paul Ehrenfest 
dubbed this situation the “ultraviolet catastrophe,” and it was one of the out-
standing exceptions that classical physics could not explain.

Rayleigh-Jeans formula

This is the source of most of our energy on Earth. Measure-
ments of the sun’s radiation outside the Earth’s atmosphere 
give a value near 1400 W/m2, so our calculation is fairly ac-

curate. Apparently the sun does act as a blackbody, and the 
energy received by the Earth comes primarily from the sur-
face of the sun.
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Figure 3.10 The spectral distribution calculated by the Rayleigh-Jeans formula is compared with 
blackbody radiation experimental data at 1200 K. The formula approaches the data at large wave-
lengths but disagrees badly at low wavelengths.

03721_ch03_084-126.indd   9903721_ch03_084-126.indd   99 9/29/11   9:30 AM9/29/11   9:30 AM



16/03/2022 Jinniu Hu

Max Plank 



16/03/2022 Jinniu Hu

Max Plank 

 W. Nernst, A. Einstein, M. Planck, R.A. Millikan and von Laue 



16/03/2022 Jinniu Hu

Blackbody Radiation 

Planck’s radiation law:

  He could arrive at agreement with the experimental data   

  only by making two important modifications of classical 

  theory: 


1. The oscillators (of electromagnetic origin) can only have 
certain discrete energies determined by 


       where n is an integer, f is the frequency, and h is 

       called Planck’s constant and has the value 


h = 6.6261⇥ 10�34J · s

En = nh⌫

8 CHAPTER 1. ORIGINS OF QUANTUM PHYSICS

oscillating with a frequency F) must be an integral multiple of hF; note that hF is not the same
for all oscillators, because it depends on the frequency of each oscillator. Classical mechanics,
however, puts no restrictions whatsoever on the frequency, and hence on the energy, an oscilla-
tor can have. The energy of oscillators, such as pendulums, mass–spring systems, and electric
oscillators, varies continuously in terms of the frequency. Equation (1.7) is known as Planck’s
quantization rule for energy or Planck’s postulate.
So, assuming that the energy of an oscillator is quantized, Planck showed that the cor-

rect thermodynamic relation for the average energy can be obtained by merely replacing the
integration of (1.5)—that corresponds to an energy continuum—by a discrete summation cor-
responding to the discreteness of the oscillators’ energies4:

NEO �
3*
n�0 nhFe�nhF�kT3*
n�0 e�nhF�kT

� hF
ehF�kT � 1 � (1.8)

and hence, by inserting (1.8) into (1.4), the energy density per unit frequency of the radiation
emitted from the hole of a cavity is given by

u�F� T � � 8HF2

c3
hF

ehF�kT � 1 � (1.9)

This is known as Planck’s distribution. It gives an exact fit to the various experimental radiation
distributions, as displayed in Figure 1.2. The numerical value of h obtained by fitting (1.9) with
the experimental data is h � 6�626 � 10�34 J s. We should note that, as shown in (1.12), we
can rewrite Planck’s energy density (1.9) to obtain the energy density per unit wavelength

�u�D� T � � 8Hhc
D5

1
ehc�DkT � 1 � (1.10)

Let us now look at the behavior of Planck’s distribution (1.9) in the limits of both low and
high frequencies, and then try to establish its connection to the relations of Rayleigh–Jeans,
Stefan–Boltzmann, and Wien. First, in the case of very low frequencies hF v kT , we can
show that (1.9) reduces to the Rayleigh–Jeans law (1.6), since exp�hF�kT �  1 � hF�kT .
Moreover, if we integrate Planck’s distribution (1.9) over the whole spectrum (where we use a
change of variable x � hF�kT and make use of a special integral5), we obtain the total energy
density which is expressed in terms of Stefan–Boltzmann’s total power per unit surface area
(1.1) as follows:
= *

0
u�F� T �dF � 8Hh

c3

= *

0

F3

ehF�kT � 1dF �
8Hk4T 4

h3c3

= *

0

x3

ex � 1dx �
8H5k4

15h3c3
T 4 � 4

c
JT 4�

(1.11)
where J � 2H5k4�15h3c2 � 5�67 � 10�8 Wm�2 K�4 is the Stefan–Boltzmann constant. In
this way, Planck’s relation (1.9) leads to a finite total energy density of the radiation emitted
from a blackbody, and hence avoids the ultraviolet catastrophe. Second, in the limit of high
frequencies, we can easily ascertain that Planck’s distribution (1.9) yields Wien’s rule (1.2).
In summary, the spectrum of the blackbody radiation reveals the quantization of radiation,

notably the particle behavior of electromagnetic waves.
4To derive (1.8) one needs: 1��1� x� �3*

n�0 x
n and x��1� x�2 �3*

n�0 nx
n with x � e�hF�kT .

5In integrating (1.11), we need to make use of this integral:
5�*
0

x3
ex�1dx �

H4
15 .
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     2. The oscillators can absorb or emit energy in discrete 

        multiples of the fundamental quantum of energy given 

        by �E = h⌫

Planck found these results quite disturbing and spent several 
years trying to find a way to keep the agreement with 
experiment while letting h�0. Each attempt failed, and 
Planck’s quantum result became one of the cornerstones of 
modern science. 

 


A discrete summation corresponding to the discreteness of the 
oscillators’ energies4: 
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Blackbody Radiation 

Problem: show that Wien’s displacement law follows from 
Planck’s radiation law. 


Solution: To find the value of the Planck radiation law for a 
given wavelength, we set  


 


so, 
hc

�maxkT

✓
ehc/�maxkT

ehc/�maxkT � 1

◆
= 5,

Let, 

x =
hc

�maxkT
�max =

hc

4.966k
= 2.898⇥ 10�3m ·K

1.2. PARTICLE ASPECT OF RADIATION 9

The introduction of the constant h had indeed heralded the end of classical physics and the
dawn of a new era: physics of the microphysical world. Stimulated by the success of Planck’s
quantization of radiation, other physicists, notably Einstein, Compton, de Broglie, and Bohr,
skillfully adapted it to explain a host of other outstanding problems that had been unanswered
for decades.

Example 1.1 (Wien’s displacement law)
(a) Show that the maximum of the Planck energy density (1.9) occurs for a wavelength of

the form Dmax � b�T , where T is the temperature and b is a constant that needs to be estimated.
(b) Use the relation derived in (a) to estimate the surface temperature of a star if the radiation

it emits has a maximum intensity at a wavelength of 446 nm. What is the intensity radiated by
the star?
(c) Estimate the wavelength and the intensity of the radiation emitted by a glowing tungsten

filament whose surface temperature is 3300 K.

Solution
(a) Since F � c�D, we have dF � �dF��dD�� dD � �c�D2�dD; we can thus write Planck’s

energy density (1.9) in terms of the wavelength as follows:

�u�D� T � � u�F� T �
nnnn
dF
dD

nnnn �
8Hhc
D5

1
ehc�DkT � 1 � (1.12)

The maximum of �u�D� T � corresponds to " �u�D� T ��"D � 0, which yields
8Hhc
D6

v
� 5

r
1� e�hc�DkT

s
� hc
DkT

w
ehc�DkT

b
ehc�DkT � 1c2

� 0� (1.13)

and hence :

D
� 5 b1� e�:�Dc � (1.14)

where : � hc��kT �. We can solve this transcendental equation either graphically or numeri-
cally by writing :�D � 5� �. Inserting this value into (1.14), we obtain 5� � � 5� 5e�5��,
which leads to a suggestive approximate solution � s 5e�5 � 0�0337 and hence :�D �
5 � 0�0337 � 4�9663. Since : � hc��kT � and using the values h � 6�626 � 10�34 J s and
k � 1�3807 � 10�23 J K�1, we can write the wavelength that corresponds to the maximum of
the Planck energy density (1.9) as follows:

Dmax �
hc

4�9663k
1
T
� 2898�9� 10�6 m K

T
� (1.15)

This relation, which shows that Dmax decreases with increasing temperature of the body, is
called Wien’s displacement law. It can be used to determine the wavelength corresponding to
the maximum intensity if the temperature of the body is known or, conversely, to determine the
temperature of the radiating body if the wavelength of greatest intensity is known. This law
can be used, in particular, to estimate the temperature of stars (or of glowing objects) from their
radiation, as shown in part (b). From (1.15) we obtain

Fmax �
c
Dmax

� 4�9663
h

kT � (1.16)

1.2. PARTICLE ASPECT OF RADIATION 9

The introduction of the constant h had indeed heralded the end of classical physics and the
dawn of a new era: physics of the microphysical world. Stimulated by the success of Planck’s
quantization of radiation, other physicists, notably Einstein, Compton, de Broglie, and Bohr,
skillfully adapted it to explain a host of other outstanding problems that had been unanswered
for decades.

Example 1.1 (Wien’s displacement law)
(a) Show that the maximum of the Planck energy density (1.9) occurs for a wavelength of

the form Dmax � b�T , where T is the temperature and b is a constant that needs to be estimated.
(b) Use the relation derived in (a) to estimate the surface temperature of a star if the radiation

it emits has a maximum intensity at a wavelength of 446 nm. What is the intensity radiated by
the star?
(c) Estimate the wavelength and the intensity of the radiation emitted by a glowing tungsten

filament whose surface temperature is 3300 K.

Solution
(a) Since F � c�D, we have dF � �dF��dD�� dD � �c�D2�dD; we can thus write Planck’s

energy density (1.9) in terms of the wavelength as follows:

�u�D� T � � u�F� T �
nnnn
dF
dD

nnnn �
8Hhc
D5

1
ehc�DkT � 1 � (1.12)

The maximum of �u�D� T � corresponds to " �u�D� T ��"D � 0, which yields
8Hhc
D6

v
� 5

r
1� e�hc�DkT

s
� hc
DkT

w
ehc�DkT

b
ehc�DkT � 1c2

� 0� (1.13)

and hence :

D
� 5 b1� e�:�Dc � (1.14)

where : � hc��kT �. We can solve this transcendental equation either graphically or numeri-
cally by writing :�D � 5� �. Inserting this value into (1.14), we obtain 5� � � 5� 5e�5��,
which leads to a suggestive approximate solution � s 5e�5 � 0�0337 and hence :�D �
5 � 0�0337 � 4�9663. Since : � hc��kT � and using the values h � 6�626 � 10�34 J s and
k � 1�3807 � 10�23 J K�1, we can write the wavelength that corresponds to the maximum of
the Planck energy density (1.9) as follows:

Dmax �
hc

4�9663k
1
T
� 2898�9� 10�6 m K

T
� (1.15)

This relation, which shows that Dmax decreases with increasing temperature of the body, is
called Wien’s displacement law. It can be used to determine the wavelength corresponding to
the maximum intensity if the temperature of the body is known or, conversely, to determine the
temperature of the radiating body if the wavelength of greatest intensity is known. This law
can be used, in particular, to estimate the temperature of stars (or of glowing objects) from their
radiation, as shown in part (b). From (1.15) we obtain

Fmax �
c
Dmax

� 4�9663
h

kT � (1.16)



16/03/2022 Jinniu Hu

Photoelectric Effect 

While Heinrich Hertz was 
performing his famous 
experiment in 1887 that 
confirmed Maxwell’s 
electromagnetic wave 
theory of light, he noticed 
that when ultraviolet light 
fell on a metal electrode, a 
charge was produced that 
separated the leaves of his 
electroscope. 
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Photoelectric Effect 

The photoelectric effect is one of several ways in which 
electrons can be emitted by materials. 

The methods known now by which electrons can be made to 
completely leave the material include: 

1. Thermionic emission: Application of heat allows electrons to gain enough         
energy to escape.  
2. Secondary emission: The electron gains enough energy by transfer from     
a high-speed particle that strikes the material from outside.  
3. Field emission: A strong external electric field pulls the electron out of 
the material.  
4. Photoelectric effect: Incident light (electromagnetic radiation) shining 
on the material transfers energy to the electrons, allowing them to escape. 
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Experimental Results
 

Incident light falling on the emitter ejects electrons. Some 
of the electrons travel toward the collector (also called the 
anode), where either a negative (retarding) or positive 
(accelerating) applied voltage V is imposed by the power 
supply. 


   3.6 Photoelectric Effect 103

1.  Thermionic emission: Application of heat allows electrons to gain enough 
energy to escape.

2.  Secondary emission: The electron gains enough energy by transfer from a 
high-speed particle that strikes the material from outside.

3.  Field emission: A strong external electric field pulls the electron out of 
the material.

4.  Photoelectric effect: Incident light (electromagnetic radiation) shining 
on the material transfers energy to the electrons, allowing them to escape.

It is not surprising that electromagnetic radiation interacts with electrons 
within metals and gives the electrons increased kinetic energy. Because elec-
trons in metals are weakly bound, we expect that light can give electrons enough 
extra kinetic energy to allow them to escape. We call the ejected electrons photo-
electrons. The minimum extra kinetic energy that allows electrons to escape the 
material is called the work function f. The work function is the minimum bind-
ing energy of the electron to the material (see Table 3.3 for work function values 
for several elements).

Experimental Results of Photoelectric Effect
Experiments carried out around 1900 showed that photoelectrons are produced 
when visible and/or ultraviolet light falls on clean metal surfaces. Photoelectricity 
was studied using an experimental apparatus shown schematically in Figure 3.11. 
Incident light falling on the emitter (also called the photocathode or cathode) 

Methods of electron 
emission

Photoelectrons

Work function

Element ! (eV) Element ! (eV) Element ! (eV)

 Ag 4.64 K 2.29 Pd 5.22
 Al 4.20 Li 2.93 Pt 5.64
 C 5.0 Na 2.36 W 4.63
 Cs 1.95 Nd 3.2 Zr 4.05
 Cu 4.48 Ni 5.22
 Fe 4.67 Pb 4.25

From Handbook of Chemistry and Physics, 90th ed. Boca Raton, Fla.: CRC Press (2009– 10), 
pp. 12-114.

Tab le  3 .3   Work Functions

Incident!
light

Ammeter

I

A

Collector

e!

Emitter

Vacuum tube

Power supply

(Voltage V )

Figure 3.11 Photoelectric ef-
fect. Electrons emitted when light 
shines on a surface are collected, 
and the photocurrent I is mea-
sured. A negative voltage, relative 
to that of the emitter, can be ap-
plied to the collector. When this 
retarding voltage is sufficiently 
large, the emitted electrons are 
repelled, and the current to the 
collector drops to zero.

03721_ch03_084-126.indd   10303721_ch03_084-126.indd   103 9/29/11   9:30 AM9/29/11   9:30 AM



16/03/2022 Jinniu Hu

Photoelectric Effect 

We call the ejected electrons photoelectrons. The minimum 
extra kinetic energy that allows electrons to escape the 
material is called the work function !. The work function is 
the minimum binding energy of the electron to the material 
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Experimental Results
 

The pertinent experimental facts about the photoelectric 
effect are these: 

1. The kinetic energies of the photoelectrons are independent 
of the light intensity. 


104 Chapter 3 The Experimental Basis of Quantum Physics

ejects electrons. Some of the electrons travel toward the collector (also called the 
anode), where either a negative (retarding) or positive (accelerating) applied 
voltage V is imposed by the power supply. The current I measured in the am-
meter (photocurrent) arises from the flow of photoelectrons from emitter to 
collector.

The pertinent experimental facts about the photoelectric effect are these:

1.  The kinetic energies of the photoelectrons are independent of the light 
intensity. In other words, a stopping potential (applied voltage) of !V0 
is suf fi cient to stop all photoelectrons, no matter what the light intensity, as 
shown in Figure 3.12. For a given light intensity there is a maximum pho-
tocurrent, which is reached as the applied voltage increases from negative 
to positive values.

2.  The maximum kinetic energy of the photoelectrons, for a given emitting 
material, depends only on the frequency of the light. In other words, for 
light of different frequency (Figure 3.13) a different retarding potential 
!V0 is required to stop the most energetic photoelectrons. The value of 
V0 depends on the frequency f but not on the intensity (see Figure 3.12).

3.  The smaller the work function f of the emitter material, the lower is the 
threshold frequency of the light that can eject photoelectrons. No photo-
electrons are produced for frequencies below this threshold frequency, no 
matter what the intensity. Data similar to Millikan’s results (discussed later) 

Photoelectric experimental 
results

Figure 3.13 The photoelectric 
current I is shown as a function of 
applied voltage for three different 
light frequencies. The retarding 
potential !V0 is different for each 
f and is more negative for larger f.
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Figure 3.12 The photoelectric current I is shown as a function of the voltage V applied between 
the emitter and collector for a given frequency f of light for three different light intensities. Notice 
that no current flows for a retarding potential more negative than !V0 and that the photocurrent 
is constant for potentials near or above zero (this assumes that the emitter and collector are closely 
spaced or in spherical geometry to avoid loss of photoelectrons).
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Experimental Results
 2. The maximum kinetic energy of the photoelectrons, for a 
given emitting material, depends only on the frequency of 
the light. 

104 Chapter 3 The Experimental Basis of Quantum Physics

ejects electrons. Some of the electrons travel toward the collector (also called the 
anode), where either a negative (retarding) or positive (accelerating) applied 
voltage V is imposed by the power supply. The current I measured in the am-
meter (photocurrent) arises from the flow of photoelectrons from emitter to 
collector.
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Experimental Results
 3. The smaller the work function % of the emitter material, 

the lower is the threshold frequency of the light that can 
eject photoelectrons. 

   3.6 Photoelectric Effect 105

are shown in Figure 3.14, where the threshold frequencies f0 are measured 
for three metals.

4.  When the photoelectrons are produced, however, their number is pro-
portional to the intensity of light as shown in Figure 3.15. That is, the 
maximum photocurrent is proportional to the light intensity.

5.  The photoelectrons are emitted almost instantly (!3 " 10#9 s) follow-
ing illumination of the photocathode, independent of the intensity of the 
light.

Except for result 5, these experimental facts were known in rudimentary form by 
1902, primarily due to the work of Philipp Lenard, who had been an assistant to 
Hertz in 1892 after Hertz had moved from Karlsruhe to Bonn. Lenard, who ex-
tensively studied the photoelectric effect, received the Nobel Prize in Physics in 
1905 for this and other research on the identification and behavior of 
electrons.

Classical Interpretation
As stated previously, classical theory allows electromagnetic radiation to eject 
photo electrons from matter. However, classical theory predicts that the total 
amount of energy in a light wave increases as the light intensity increases. There-
fore, according to classical theory, the electrons should have more kinetic energy 
if the light intensity is increased. However, according to experimental result 1 

f0
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potential
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Light frequency

Slope ! h

Intercept ! "f

Ag

Li
Cs

f

eV0

Figure 3.14 The retarding po-
tential energy eV0 (maximum 
electron kinetic energy) is plotted 
versus light frequency for three 
emitter materials.

Figure 3.15 The photoelectric 
current I is a linear function of 
the light intensity for a constant f 
and V.Light intensity

Light frequency f $ constant!
Voltage V $ constant

Photoelectric!
current
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Experimental Results
 4. When the photoelectrons are produced, however, their 

number is proportional to the intensity of light 

   3.6 Photoelectric Effect 105

are shown in Figure 3.14, where the threshold frequencies f0 are measured 
for three metals.

4.  When the photoelectrons are produced, however, their number is pro-
portional to the intensity of light as shown in Figure 3.15. That is, the 
maximum photocurrent is proportional to the light intensity.

5.  The photoelectrons are emitted almost instantly (!3 " 10#9 s) follow-
ing illumination of the photocathode, independent of the intensity of the 
light.
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Experimental Results
 5. The photoelectrons are emitted almost instantly ( 3*10-9s) 

following illumination of the photocathode, independent of 
the intensity of the light. 

Except for result 5, these experimental facts were known in 
rudimentary form by 1902, primarily due to the work of 
Philipp Lenard, who had been an assistant to Hertz in 1892 
after Hertz had moved from Karlsruhe to Bonn. 

Lenard, who extensively studied the photoelectric effect, 
received the Nobel Prize in Physics in 1905 for this and 
other research on the identification and behavior of 
electrons. 
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Classical Interpretation 

 1. Classical theory allows electromagnetic radiation to eject 
photoelectrons from matter. 


2. Classical theory predicts that the total amount of energy 
in a light wave increases as the light intensity increases.


3. Classical theory cannot explain that the maximum kinetic 
energy of the photoelectrons depends on the value of the 
light frequency & and not on the intensity. 


4. The existence of a threshold frequency is completely 
inexplicable in classical theory.


5.  Classical theory does predict that the number of 
photoelectrons ejected will increase with intensity.
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Einstein’s Theory 
1. Albert Einstein was intrigued by Planck’s hypothesis that 

the electromagnetic radiation field must be absorbed and 
emitted in quantized amounts. 


2. Einstein took Planck’s idea one step further and suggested 
that the electromagnetic radiation field itself is quantized


3. We now call these energy quanta of light photons. 
According to Einstein each photon has the energy quantum


where & is the frequency of the electromagnetic wave 
associated with the light, and h is Planck’s constant. 

E = h⌫
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Einstein’s Theory 
4.  Einstein proposed that in addition to its well-known           

wavelike aspect, amply exhibited in interference 
phenomena, light should also be considered to have a 
particle-like aspect. 


The conservation of energy requires that 

We want to experimentally detect the maximum value of

the kinetic energy. 

The retarding potentials are thus the opposing potentials

needed to stop the most energetic electrons. 

h⌫ = �+ Ek

h⌫ = �+
1

2
mv2max

eV0 =
1

2
mv2max
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Quantum Interpretation 
 The kinetic energy of the electrons depends only on the


light frequency and the work function of the material. 

which proposed by Einstein in 1905, predicts that the

stopping potential will be linearly proportional to the light 

frequency, The slope is independent of the metal used to 

construct the photocathode. This equation can be rewritten 

as

The frequency &0 represents the threshold frequency for 

the photoelectric effect. (when the kinetic energy of the 

electron is precisely zero). 

 


1

2
mv2max = eV0 = h⌫ � �

eV0 =
1

2
mv2max = h(⌫ � ⌫0)
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Quantum Interpretation 
 In 1916 Millikan reported data that confirmed Einstein’s 


prediction. 


108 Chapter 3 The Experimental Basis of Quantum Physics

the photoelectrons depend on the light frequency, but not the light intensity) 
can be explained. The kinetic energy of the electrons, K.E. (electron) ! hf " f 
[see Equation (3.29)], does not depend on the light intensity at all, but only on 
the light frequency and the work function of the material.

 1
2 mv 2

max ! eV0 ! hf " f (3.32)

A potential slightly more positive than "V0 will not be able to repel all the elec-
trons, and, for a close geometry of the emitter and collector, practically all the 
electrons will be collected when the retarding voltage is near zero. For very large 
positive potentials all the electrons will be collected, and the photocurrent levels  
off as shown in Figure 3.12. If the light intensity increases, there will be more 
photons per unit area, more electrons ejected, and therefore a higher photocur-
rent, as displayed in Figure 3.12.

If a different light frequency is used, say f2, then a different stopping potential 
is required to stop the most energetic electrons [see Equation (3.32)], eV02 ! hf2 " 
f. For a constant light intensity (more precisely, a constant number of photons/
area/time), a different stopping potential V0 is required for each f, but the maxi-
mum photocurrent will not change, because the number of photoelectrons 
ejected is constant (see Figure 3.13). The quantum theory easily explains Fig-
ure 3.15, because the number of photons increases linearly with the light inten-
sity, producing more photoelectrons and hence more photocurrent.

Equation (3.32), proposed by Einstein in 1905, predicts that the stopping 
potential will be linearly proportional to the light frequency, with a slope h/e, 
where h is the same constant found by Planck. The slope is independent of the metal 
used to construct the photocathode. Equation (3.32) can be rewritten

 eV0 ! 1
2 mv 2

max ! hf " hf0 ! h 1  f " f0 2  (3.33)

where f ! hf0 represents the negative of the y intercept. The frequency f0 repre-
sents the threshold frequency for the photoelectric effect (when the kinetic en-
ergy of the electron is precisely zero). The data available in 1905 were not suf fi-
ciently accurate either to prove or disprove Einstein’s theory, and even Planck 
himself, among others, viewed the theory with skepticism. R. A. Millikan, then at 
the University of Chicago, tried to show that Einstein was wrong by undertaking 
a series of elegant experiments that required almost 10 years to complete. In 
1916 Millikan reported data shown in Figure 3.16 that confirmed Einstein’s pre-
diction. Millikan found the value of h from the slope of the line in Figure 3.16 
to be 4.1 # 10"15 eV # s, in good agreement with the value of h determined for 
blackbody radiation by Planck. Einstein’s theory of the photoelectric effect was 
gradually accepted after 1916; finally in 1922 he received the Nobel Prize for the 
year 1921, primarily for his explanation of the photoelectric effect.*

We should summarize what we have learned about the quantization of the 
electromagnetic radiation field. First, electromagnetic radiation consists of pho-
tons, which are particle-like (or corpuscular), each consisting of energy

 E ! hf !
hc
l

 (3.34)

Quantization of electro-
magnetic radiation field

*R. A. Millikan also received the Nobel Prize in Physics in 1923, partly for his precise study of the 
photo electric effect and partly for measuring the charge of the electron. Millikan’s award was the last 
in a series of Nobel Prizes spanning 18 years that honored the fundamental efforts to measure and 
understand the photoelectric effect: Lenard, Einstein, and Millikan.

Figure 3.16 Millikan published 
data in 1916 for the photoelectric 
effect in which he shone light of 
varying frequency on a sodium 
electrode and measured the max-
imum kinetic energies of the 
photoelectrons. He found that no 
photoelectrons were emitted be-
low a frequency of 4.39 # 1014 Hz 
(or longer than a wavelength of 
683 nm). The results were inde-
pendent of light intensity, and the 
slope of a straight line drawn 
through the data produced a 
value of Planck’s constant in ex-
cellent agreement with Planck’s 
theory. Even though Millikan ad-
mitted his own data were suf fi-
cient proof of Einstein’s photo-
electric effect equation, Millikan 
was not convinced of the photon 
concept for light and its role in 
quantum theory.
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Wave properties of matter 

1924, De Broglie established the wave properties of 

particles. His fundamental relationship is the prediction


� =
h

p
That is, the wavelength to be associated with a particle is 

given by Planck’s constant divided by the particle’s 

momentum.  For a photon in Einstein’s special theory of 

relativity 

E = pc
and quantum theory

E = h⌫

pc = h⌫ =
hc

�

so
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Wave properties of matter 

De Broglie extended this relation for photons to all 

particles. Particle waves were called matter waves by de 

Broglie, and the wavelength is now called the de Broglie 

wavelength of a particle. 

Example: Calculate the de Broglie wavelength of 

(a) a tennis ball of mass 57 g traveling 25 m/s and 

(b) an electron with kinetic energy 50 eV. 


  
Solution: 

(a) For the tennis ball


     (b) For the electron

� =
h

p
=

6.63⇥ 10�34

0.057⇥ 25
= 4.7⇥ 10�34m

� =
h

p
=

hcp
2mc2E

=
1240 ev · nmp

2⇥ 0.511⇥ 106 ⇥ 50 (eV)2
= 0.17nm
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Bohr’s Quantization Condition 

Represent the electron as a standing wave in an orbit 
around the proton. The condition for a standing wave in this 
configuration is that the entire length of the standing wave 
must just fit around the orbit’s circumference. 

n� = 2⇡r
where r is the radius of the orbit. Now we use the de 
Broglie relation for the wavelength and obtain 

n� = 2⇡r = n
h

p
The angular momentum of the electron in this orbit is L=rp, 
so we have, using the above relation, 

L = rp =
nh

2⇡
= n~
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Bohr’s Quantization Condition 

   5.2 De Broglie Waves 169

How can we show whether such objects as the tennis ball or the electron in the 
previous example exhibit wavelike properties? The best way is to pass the objects 
through a slit having a width of the same dimension as the object’s wavelength. We 
expect it to be virtually impossible to demonstrate interference or diffraction for 
the tennis ball, because we cannot find a slit as narrow as 10!34 m. It is unlikely we 
will ever be able to demonstrate the wave properties of the tennis ball. But the 
de Broglie wavelength of the 50-eV electron, about 0.2 nm, is large enough that 
we should be able to demonstrate its wave properties. Because of their small mass, 
electrons can have a small momentum and in turn a large wavelength (l " h/p). 
Electrons offer our best chance of observing effects due to matter waves.

Bohr’s Quantization Condition
One of Bohr’s assumptions concerning his hydrogen atom model was that the an-
gular momentum of the electron-nucleus system in a stationary state is an integral 
multiple of h/2p. Let’s now see if we can predict this result using de Broglie’s result. 
Represent the electron as a standing wave in an orbit around the proton. The con-
dition for a standing wave in this confi guration is that the entire length of the stand-
ing wave must just fi t around the orbit’s circumference. We show an example of this 
in Figure 5.8. In order for it to be a correct standing wave, we must have

 n l " 2pr

where r is the radius of the orbit. Now we use the de Broglie relation for the 
wavelength and obtain

 2pr " n l " n 
h
p

The angular momentum of the electron in this orbit is L " rp, so we have, using 
the above relation,

 L " r p "
nh
2p

" nU

We have arrived at Bohr’s quantization assumption by simply applying de 
 Broglie’s wavelength for an electron in a standing wave. This result seemed to 
justify Bohr’s assumption. De Broglie’s wavelength theory for particles was a 
crucial step toward the new quantum theory, but experimental proof was lack-
ing. As we will see in the next section, this was soon to come.

!

Figure 5.8 A schematic diagram 
of standing waves in an electron 
orbit around a nucleus. An inte-
gral number of wavelengths fits in 
the orbit. Note that the electron 
does not “wiggle” around the nu-
cleus. The displacement from the 
dashed line represents its wave 
amplitude.

Solution (a) For the tennis ball, m " 0.057 kg, so

 l "
h
p

"
6.63 # 10!34 J # s10.057 kg 2 125 m/s 2 " 4.7 # 10!34 m

(b) For the electron, it is more convenient to use eV units, 
so we rewrite the wavelength l as

 l "
h
p

"
h12mK 

"
hc221mc 2 2K

 l "
1240 eV # nm212 2 10.511 # 106 eV 2 150 eV 2 " 0.17 nm

Note that because the kinetic energy of the electron is so 
small, we have used a nonrelativistic calculation. Calcula-
tions in modern physics are normally done using eV units, 
both because it is easier and also because eV values are more 
appropriate for atoms and nuclei (MeV, GeV) than are 
joules. The values of hc and some masses can be found in-
side the front cover.
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Electron Scattering 

In 1925 a laboratory accident led to experimental proof for 
de Broglie’s wavelength hypothesis by C. Davisson and L. H. 
Germer. 


172 Chapter 5 Wave Properties of Matter and Quantum Mechanics I

5.3  Electron Scattering
In 1925 a laboratory accident led to experimental proof for de Broglie’s wave-
length hypothesis. C. Davisson and L. H. Germer of Bell Telephone Laboratories 
(now part of Alcatel-Lucent) were investigating the properties of metallic sur-
faces by scattering electrons from various materials when a liquid air bottle ex-
ploded near their apparatus. Because the nickel target they were currently using 
was at a high temperature when the accident occurred, the subsequent breakage 
of their vacuum system caused significant oxidation of the nickel. The target had 
been specially prepared and was rather expensive, so they tried to repair it by, 
among other procedures, prolonged heating at various high temperatures in 
hydrogen and under vacuum to deoxidize it.

A simple diagram of the Davisson-Germer apparatus is shown in Figure 5.9. 
Upon putting the refurbished target back in place and continuing the experi-
ments, Davisson and Germer found a striking change in the way electrons were 
scattering from the nickel surface. They had previously seen a smooth variation 
of intensity with scattering angle, but the new data showed large numbers of 
scattered electrons for certain energies at a given scattering angle. Davisson and 
Germer were so puzzled by their new data that after a few days, they cut open the 
tube to examine the nickel target. They found that the high temperature had 
modified the polycrystalline structure of the nickel. The many small crystals of 
the original target had been changed into a few large crystals as a result of the 
heat treatment. Davisson surmised it was this new crystal structure of nickel—
the arrangement of atoms in the crystals, not the structure of the atoms—that 
had caused the new intensity distributions. Some 1928 experimental results of 
Davisson and Germer for 54-eV electrons scattered from nickel are shown in 
Figure 5.10. The scattered peak occurs for f ! 50°.

The electrons were apparently being diffracted much like x rays, and 
 Davisson, being aware of de Broglie’s results, found that the Bragg law applied 
to their data as well. Davisson and Germer were able to vary the scattering angles 
for a given wavelength and vary the wavelength (by changing the electron ac-
celerating voltage and thus the momentum) for a given angle.

The relationship between the incident electron beam and the nickel crystal 
scattering planes is shown in Figure 5.11. In the Bragg law, 2u is the angle 
between the incident and exit beams. Therefore, f ! p " 2u ! 2a. Because 
sin u ! cos(f/2) ! cos a, we have for the Bragg condition, nl ! 2d cos a. 

Clinton J. Davisson (1881– 1958) 
is shown here in 1928 (right) 
looking at the electronic diffrac-
tion tube held by Lester H. 
Germer (1896– 1971). Davisson 
received his undergraduate de-
gree at the University of Chicago 
and his doctorate at Princeton. 
They performed their work at Bell 
Telephone Laboratory located in 
New York City. Davisson received 
the Nobel Prize in Physics in 
1937.
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Movable
electron
detector

Electron
beam

Target

f

Scattered electrons

Figure 5.9 Schematic diagram 
of Davisson-Germer experiment. 
Electrons are produced by the 
hot filament, accelerated, and fo-
cused onto the target. Electrons 
are scattered at an angle f into a 
detector, which is movable. The 
distribution of electrons is mea-
sured as a function of f. The en-
tire apparatus is located in a 
vacuum.
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Electron Scattering 

The relationship between the incident electron beam and 
the nickel crystal scattering planes is shown 
   5.3 Electron Scattering 173

However, d is the lattice plane spacing and is related to the interatomic distance 
D by d ! D sin a so that

  nl ! 2d sin u ! 2d cos a ! 2D sin a cos a

 nl ! D sin 2a ! D sin f  (5.4)

or

 l !
D sin f

n  (5.5)

For nickel the interatomic distance is D ! 0.215 nm. If the peak found by 
 Davisson and Germer at 50° was n ! 1, then the electron wavelength should be

 l ! (0.215 nm)(sin 50°) ! 0.165 nm

Determine the de Broglie wavelength for a 54-eV electron 
used by Davisson and Germer.

Strategy We shall use the de Broglie wavelength Equation 
(5.2) to determine the wavelength l. We need to find the 
momentum of a 54-eV electron, but because the energy is so 
low, we can do a nonrelativistic calculation. We shall do a 

general calculation for the wavelength of any electron ac-
celerated by a voltage of V0.

Solution We write the kinetic energy K.E. in terms of the 
final momentum of the electron and the voltage V0 across 
which the electron is accelerated.

 
p 2

2m
! K .E. ! eV0 (5.6)

 EXAMPLE 5 .3

Intensity !

Peak
Data

50°!

44 eV
0

48 eV 54 eV 64 eV 68 eV

radial distance along dashed!
line to data at angle f

f

Figure 5.10 Davisson and Germer data for scattering of electrons from Ni. The peak f ! 50° 
builds dramatically as the energy of the electron nears 54 eV. From C. J. Davisson, Franklin Institute Journal 
205, 597– 623 (1928).

Figure 5.11 The scattering of 
electrons by lattice planes in a 
crystal. This figure is useful to 
compare the scattering relations 
nl ! 2d sin u and nl ! D sin f  
where u and f are the angles 
shown, D ! interatomic spacing, 
and d ! lattice plane spacing.
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Bragg Law 

The atoms of crystals like NaCl form lattice planes, called 
Bragg planes. It is possible to have many Bragg planes in a 
crystal, each with different densities of atoms. 


164 Chapter 5 Wave Properties of Matter and Quantum Mechanics I

Is x-ray scattering from atoms within crystals consistent with what we know 
from classical physics? From classical electromagnetic theory we know that the 
oscillating electric field of electromagnetic radiation polarizes an atom, causing 
the positively charged nucleus and negatively charged electrons to move in op-
posite directions. The result is an asymmetric charge distribution, or electric 
dipole. The electric dipole oscillates at the same frequency as the incident wave 
and in turn reradiates electromagnetic radiation at the same frequency but in 
the form of spherical waves. These spherical waves travel throughout the matter 
and, in the case of crystals, may constructively or destructively interfere as the 
waves pass through different directions in the crystal.

If we consider x rays scattered from a simple rock salt crystal (NaCl, shown 
in Figure 5.2), we can, by following the Bragg simplification, determine con-
ditions necessary for constructive interference. We study solids in Chapter 10, but 
for now note that the atoms of crystals like NaCl form lattice planes, called Bragg 
planes. We can see from Figure 5.3 that it is possible to have many Bragg planes 
in a crystal, each with different densities of atoms. Figure 5.4 shows an incident 

Photographic!
plate

Sample

Incident x rays

(a) (b)

Figure 5.1 (a) Schematic diagram of Laue diffraction transmission method. A wide range of x-ray 
wavelengths scatters from a crystal sample. The x rays constructively interfere from certain planes, 
producing dots. (b) One of the first results of Friedrich and Knipping in 1912 showing the sym metric 
placement of Laue dots of x-ray scattering from ZnS. The analysis of these results by Laue, although 
complex, convincingly proved that x rays are waves.

Figure 5.2 The crystal structure of NaCl (rock salt) showing two of the possible sets of lattice 
planes (Bragg planes).

William Lawrence Bragg (1890–
 1971) (left) and William Henry 
Bragg (1862– 1942) (right) were 
a son-father team, both of whom 
were educated at Cambridge. The 
father spent 22 years at the Uni-
versity of Adelaide in Australia, 
where his son was born. Both fa-
ther and son initially studied 
mathematics but eventually 
changed to physics. The father 
was a skilled experimen ter, and 
the son was able to conceptualize 
physical problems and express 
them mathematically. They did 
their important work on x-ray 
crystallography in 1912– 1914 
while the father was at the Uni-
versity of Leeds and the son was 
a graduate student at Cambridge 
working under J. J. Thomson. 
Both physicists had long and dis-
tinguished careers, with the son 
being director of the famous Cav-
endish Laboratory at Cambridge 
from 1938 to 1953. W. Lawrence 
Bragg received his Nobel Prize at 
age 25.
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   5.1 X-Ray Scattering 165

plane wave of monochromatic x rays of wavelength l scattering from two adja-
cent planes. There are two conditions for constructive interference of the scat-
tered x rays:

1.  The angle of incidence must equal the angle of reflection of the outgoing 
wave.

2.  The difference in path lengths (2d sin u) shown in Figure 5.4 must be an 
integral number of wavelengths.

We will not prove condition 1 but will assume it.* It is referred to as the law 
of reflection (uincidence ! ureflection), although the effect is actually due to diffraction 
and interference. Condition 2 will be met if

 nl ! 2d sin u  1n ! integer 2  (5.1)

as can be seen from Figure 5.4, where D is the interatomic spacing (distance 
between atoms) and d is the distance between lattice planes. Equation (5.1) was 
first presented by W. L. Bragg in 1912 after he learned of Laue’s results. The 
integer n is called the order of reflection, following the terminology of ruled diffrac-
tion gratings in optics. Equation (5.1) is known as Bragg’s law and is useful for 
determining either the wavelength of x rays or the interplanar spacing d of the 
crystal if l is already known.

W. H. Bragg and W. L. Bragg (who shared the 1915 Nobel Prize) constructed 
an apparatus similar to that shown in Figure 5.5 (page 166), called a Bragg spec-
trometer, and scattered x rays from several crystals. The intensity of the diffracted 
beam is determined as a function of scattering angle by rotating the crystal and 
the detector. The Braggs’ studies opened up a whole new area of research that 
continues today.

Conditions for constructive 
interference

Bragg’s law

d2

d3

d1 ! D

Cl

Na

d ! D

d sin u

2d sin u

b

a

u

u u

2u

Incident!
plane!
wave

  






Figure 5.3 Top view of NaCl 
(cubic crystal), indicating possible 
lattice planes. D is the interatomic 
spacing and the di are the dis-
tances between lattice planes.

Figure 5.4 Schematic diagram 
illustrating x-ray scattering from 
Bragg lattice planes. The path dif-
ference of the two waves illus-
trated is 2d sin u. Notice that the 
actual scattering angle from the 
incident wave is 2u.

*See L. R. B. Elton and D. F. Jackson, American Journal of Physics 34, 1036 (1966), for a proof.
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Bragg Law 

There are two conditions for constructive interference of 
the scattered matter wave of electron: 


1. The angle of incidence must equal the angle of 
reflection of the outgoing wave. 


2. The difference in path lengths (2d sin') shown lower 
panel must be an integral number of wavelengths. 
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Bragg’s Law 

Bragg’s Law with condition 2

n� = 2d sin ✓

The integer n is called the order of reflection, following 
the terminology of ruled diffraction gratings in optics. 

   5.3 Electron Scattering 173

However, d is the lattice plane spacing and is related to the interatomic distance 
D by d ! D sin a so that

  nl ! 2d sin u ! 2d cos a ! 2D sin a cos a

 nl ! D sin 2a ! D sin f  (5.4)

or

 l !
D sin f

n  (5.5)

For nickel the interatomic distance is D ! 0.215 nm. If the peak found by 
 Davisson and Germer at 50° was n ! 1, then the electron wavelength should be

 l ! (0.215 nm)(sin 50°) ! 0.165 nm

Determine the de Broglie wavelength for a 54-eV electron 
used by Davisson and Germer.

Strategy We shall use the de Broglie wavelength Equation 
(5.2) to determine the wavelength l. We need to find the 
momentum of a 54-eV electron, but because the energy is so 
low, we can do a nonrelativistic calculation. We shall do a 

general calculation for the wavelength of any electron ac-
celerated by a voltage of V0.

Solution We write the kinetic energy K.E. in terms of the 
final momentum of the electron and the voltage V0 across 
which the electron is accelerated.

 
p 2

2m
! K .E. ! eV0 (5.6)

 EXAMPLE 5 .3

Intensity !

Peak
Data

50°!

44 eV
0

48 eV 54 eV 64 eV 68 eV

radial distance along dashed!
line to data at angle f

f

Figure 5.10 Davisson and Germer data for scattering of electrons from Ni. The peak f ! 50° 
builds dramatically as the energy of the electron nears 54 eV. From C. J. Davisson, Franklin Institute Journal 
205, 597– 623 (1928).

Figure 5.11 The scattering of 
electrons by lattice planes in a 
crystal. This figure is useful to 
compare the scattering relations 
nl ! 2d sin u and nl ! D sin f  
where u and f are the angles 
shown, D ! interatomic spacing, 
and d ! lattice plane spacing.

Scattered beam

Incident beam

2u

d

D

u

a

f

a

a
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In the Bragg law, 2' is the angle 

between the incident and exit beams. 

Therefore 

� = ⇡ � 2✓ = 2↵
So

n� = 2d cos↵ = 2D sin↵ cos↵

= D sin�
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Electron scattering
 For nickel the interatomic distance is D=0.215 nm. If the 
peak found by Davisson and Germer at 50° was n=1, then 
the electron wavelength should be 

� = 0.215 sin(50⇡/180) = 0.165 nm   5.4 Wave Motion 175

5.4  Wave Motion
Because particles exhibit wave behavior, as shown in the last section for electron 
diffraction, it must be possible to formulate a wave description of particle mo-
tion. This is an essential step in our progress toward understanding the behavior 
of matter—the quantum theory of physics. Our development of quantum theory 
will be based heavily on waves, so we now digress briefly to review the physics of 
wave motion, which we shall soon apply to particles.

In introductory physics, we study waves of several kinds, including sound 
waves and electromagnetic waves (including light). The simplest form of wave 
has a sinusoidal form; at a fixed time (say, t ! 0) its spatial variation looks like

 ° 1x, t 2 0 t!0 ! A sin a 2p
l

 x b  (5.10)

as shown in Figure 5.13 (p. 176). The function "(x, t) represents the instanta-
neous amplitude or displacement of the wave as a function of position x and time 
t. In the case of a traveling wave moving down a string, " is the displacement of 
the string from equilibrium; and in the case of electromagnetic radiation, " is 
the magnitude of the electric field E or magnetic field B. The maximum dis-
placement A is normally called the amplitude, but a better term for a harmonic 
wave such as we are considering may be harmonic amplitude.

As time increases, the position of the wave will change, so the general ex-
pression for the wave is

 ° 1x, t 2 ! A sin c 2p
l

 1x # vt 2 d  (5.11) Wave form

(a) (b)

Figure 5.12 Examples of transmission electron diffraction photographs. (a) Produced by scatter-
ing 120-keV electrons on the quasicrystal Al80Mn20. (b) Electron diffraction pattern on beryllium. 
Notice that the dots in (a) indicate that the sample was a crystal, whereas the rings in (b) indicate 
that a randomly oriented sample (or powder) was used.
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Wave motion
The simplest form of wave has a sinusoidal form; at a fixed 
time (say, t=0) its spatial variation looks like 


 (x, t)|t=0 = A sin

✓
2⇡

�
x

◆

The function ((x, t) represents the instantaneous amplitude 
or displacement of the wave as a function of position x and 
time t. 


176 Chapter 5 Wave Properties of Matter and Quantum Mechanics I

The position at time t ! t0 is also shown in Figure 5.13. The wavelength l is 
defined to be the distance between points in the wave with the same phase, for 
example, positive wave crests. The period T is the time required for a wave to 
travel a distance of one wavelength l. Because the velocity [actually phase veloc-
ity, see Equation (5.17)] of the wave is v, we have l ! vT. The frequency f  (! 
1/T ) of a harmonic wave is the number of times a crest passes a given point 
(a complete cycle) per second. A traveling wave of the type described by Equation 
(5.11) satisfies the wave equation*

 
02°
0x 2 !

1
v 2 

02°
0t 2  (5.12)

If we use l ! vT, we can rewrite Equation (5.11) as

 ° 1x, t 2 ! A sin c2p a x
l

"
t
T
b d  (5.13)

We can write Equation (5.13) more compactly by defining† the wave number k 
and angular frequency v by

 k !
2p
l
  and  v !

2p
T

 (5.14)

Equation (5.13) then becomes

 #(x, t) ! A sin(kx " vt) (5.15)

This is the mathematical description of a sine curve traveling in the positive x 
direction that has a displacement # ! 0 at x ! 0 and t ! 0. A similar wave travel-
ing in the negative x direction has the form

 #(x, t) ! A sin(kx $ vt) (5.16)

The phase velocity vph is the velocity of a point on the wave that has a given 
phase (for example, the crest) and is given by

 vph !
l

T
!
v

k
 (5.17)

If the wave does not have # ! 0 at x ! 0 and t ! 0, we can describe the wave 
using a phase constant !:

 #(x, t) ! A sin(kx " vt $ f) (5.18)

For example, if f ! p/2, Equation (5.18) can be written

 #(x, t) ! A cos(kx " vt) (5.19)

Observation of many kinds of waves has established the general result that 
when two or more waves traverse the same region, they act indepen dently of each 
other. According to the principle of superposition, we add the displacements of 

Wave number and angular 
frequency

Phase velocity

Phase constant

Principle of superposition

Figure 5.13 Wave form of a 
wave moving to the right at speed 
v shown at t ! 0 and t ! t0.

l
#(x,t)

vt0 t ! 0

x !

t ! t0

*The derivation of the wave equation is presented in most introductory physics textbooks for a wave 
on a string, although it is often an optional section and might have been skipped. It would be worth-
while for the student to review its derivation now, especially the use of the partial derivatives.

†The term “wave number” has two common usages. Spectroscopists often use “wave number” as the 
reciprocal of the wavelength (1/"), so that it’s simply the number of waves that fi t into a meter of 
length. The convention we adopt here (# ! 2$/") is also common and makes some of the formulas 
we use more compact and easier to use.
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Wave motion
As time increases, the position of the wave will change, so 
the general expression for the wave is 

 (x, t) = A sin


2⇡

�
(x� vt)

�

A traveling wave satisfies the wave equation 
@2 

@x2
=

1

v2
@2 

@t2

We can write wave function more compactly by defining† the 
wave number k and angular frequency " by 


k ⌘ 2⇡

�
=

2⇡

vT
, and, ! =

2⇡

T
as

 (x, t) = A sin [kx� !t+ �]
Phase 
constant
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Wave motion
According to the principle of superposition, we add the 
displacements of all waves present. 

   5.4 Wave Motion 177

all waves present. A familiar example is the superposition of two sound waves of 
nearly equal frequencies: The phenomenon of beats is  observed. Examples of 
superposition are shown in Figure 5.14. The net displacement  depends on the 
harmonic amplitude, the phase, and the frequency of each of the individual 
waves. When we add waves at a given position and time, we simply add their 
instantaneous displacements. This can lead to constructive and destructive inter-
ference effects like we saw in x-ray scattering in Section 5.1.

In quantum theory (or quantum mechanics as it is sometimes called to reflect 
its differences from classical mechanics), we will soon learn that we will use waves 
to represent a moving particle. How can we do that? In Figure 5.14 we see that 
when two waves are added together, we obtain regions of relatively large (and 
small) displacement. If we add many waves of different amplitudes and frequen-
cies in particular ways, it is possible to obtain what is called a wave packet. The 
important property of the wave packet is that its net amplitude differs from zero 

Wave packet

p!
20

p!
20

4u!
3

u!
3

u!
3

1!
2

1!
2

2.5

0

0

Sum ! sin u " sinau "     b

p 2p 3p 4p 5p 6p
#2.5

(a)

2.5

0

0

Sum ! sina   b "     sin(3u) #     sin(0.9u)

p 2p 3p 4p 5p 6p
#2.5

(e)

5.5

0

0

Sum ! sin u " 4 sin u

p 2p 3p 4p 5p 6p
#5.5

(c)

2.5

0

0

Sum ! sin(5u) " sin(7u)

p 2p
#2.5

Theta (u)Theta (u)

2.5

0

0 p 2p 3p 4p 5p 6p
#2.5

1.5

0

0

Sum ! sin u # sinau "     b

Sum ! sina     b " sina   b
p 2p 3p 4p 5p 6p

#1.5

(b)

(f)

(d)

Figure 5.14 Superposition of waves. The heavy blue line is the resulting wave. (a) Two waves of 
equal frequency and amplitude that are almost in phase. The result is a larger wave. (b) As in (a) 
but the two waves are almost out of phase. The result is a smaller wave. (c) Superposition of two 
waves with the same frequency, but different amplitudes. (d) Superposition of two waves of equal 
amplitude but different frequencies. (e) Superposition of three waves of different amplitudes and 
frequencies. (f) Superposition of two waves of almost the same frequency over many wavelengths, 
creating the phenomenon of beats. The blue dashed line indicates an envelope that denotes the 
maximum displacement of the combined waves.
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Wave motion
If we add many waves of different amplitudes and 
frequencies in particular ways, it is possible to obtain what 
is called a wave packet. 

The important property of the wave packet is that its net 
amplitude differs from zero only over a small region )x 

178 Chapter 5 Wave Properties of Matter and Quantum Mechanics I

only over a small region !x as shown in Figure 5.15. We can localize the position 
of a particle in a particular region by using a wave packet description (see Prob-
lem 67 for a calculation of this effect).

Let us examine in detail the superposition of two waves. Assume both waves 
have the same harmonic amplitude A but different wave numbers (k1 and k2) and 
angular frequencies (v1 and v2). The superposition of the two waves is the sum

  ° 1x, t 2 " °11x, t 2 # °21x, t 2
  " A cos1k1x $ v1t 2 # A cos1k2x $ v2t 2
  " 2A cos c 1

2
 1k1 $ k2 2x $

1
2

 1v1 $ v2 2 t d cos c 1
2

 1k1 # k2 2x $
1
2

 1v1 # v2 2 t d
  " 2A cos a ¢k

2
 x $

¢v
2

 t b cos1kavx $ vavt 2  

where !k " k1 $ k2, !v " v1 $ v2, kav " (k1 # k2)/2, and vav " (v1 # v2)/2. We 
display similar waves in Figure 5.14a– d, where the heavy solid line indicates the 
sum of the two waves. In Figure 5.14f the blue dashed line indicates an envelope, 
which denotes the maximum displacement of the combined waves. The com-
bined (or summed) wave % oscillates within this envelope with the wave number 
kav and angular frequency vav. The envelope is described by the first cosine factor 
of  Equation (5.21), which has the wave number !k/2 and angular frequency 
!v/2. The individual waves %1 and %2 each move with their own phase velocity: 
v1/k1 and v2/k2. The combined wave has a phase velocity vav/kav. When combin-
ing many more than two waves, one obtains a pulse, or wave packet, which moves 
at the group velocity, as shown later. Only the group velocity, which describes the 
speed of the envelope (ugr " !v/!k), is important when dealing with wave 
packets.

In contrast to the pulse or wave packet, the combination of only two waves is 
not localized in space. However, for purposes of illustration, we can identify a “lo-
calized region” !x " x2 $ x1 where x1 and x2 represent two consecutive points where 
the envelope is zero (or maximum, see Figure 5.14f). The term !k # x/2 in Equation 
(5.21) must be different by a phase of p for the values x1 and x2, because x2 $ x1 
represents only one half of the wavelength of the envelope confining the wave.

  
1
2

 ¢k x2 $
1
2

 ¢k x1 " p

 ¢k 1x2 $ x1 2 " ¢k ¢x " 2p 
(5.22)

Similarly, for a given value of x we can determine the time !t over which the wave 
is localized and obtain

 ¢v ¢t " 2p (5.23)

The results of Equations (5.22) and (5.23) can be generalized for a case in which 
many waves form the wave packet (see Problem 67). The equations, !k !x " 2p 
and !v !t " 2p, are significant because they tell us that in order to know pre-
cisely the position of the wave packet envelope (!x small), we must have a large 
range of wave numbers (!k large). Similarly, to know precisely when the wave is 
at a given point (!t small), we must have a large range of frequencies (!v large). 
Equation (5.23) is the origin of the bandwidth relation, which is important in 
electronics. A particular circuit component must have a large bandwidth !v in 
order for its signal to respond in a short time !t.

!x

Figure 5.15 An idealized wave 
packet localized in space over a 
region !x is the superposition of 
many waves of different ampli-
tudes and frequencies. (5.20)

(5.21)

03721_ch05_162-200.indd   17803721_ch05_162-200.indd   178 9/29/11   9:48 AM9/29/11   9:48 AM

We can localize the position of a particle in a particular 
region by using a wave packet description 
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Wave motion
Let us examine in detail the superposition of two waves, 

 (x, t) =  1(x, t) + 2(x, t)

= 2A cos

✓
�k

2
x� �!

2
t

◆
cos (kavx� !avt)

where, 
�k = k1 � k2,�! = !1 � !2, kav = (k1 + k2)/2,!av = (!1 + !2)/2

The combined wave oscillates within this envelope with the 
wave number kav and angular frequency "av. 


The envelope is described by the first cosine factor, which 
has the wave number )k/2 and angular frequency )"/2. 
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Wave motion
Phase velocity, 

vph =
!av

kav
Group velocity, 

vgr =
�!

�k

In contrast to the pulse or wave packet, the combination of 
only two waves is not localized in space. However, for 
purposes of illustration, we can identify a “localized region” 


1

2
�k�x = ⇡

where, )x= x2- x1, and x1 and x2 represent two consecutive 
points where the envelope is zero 
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Wave motion

Similarly, for a given value of x we can determine the time 
)t over which the wave is localized and obtain 


�!�t = 2⇡

If we are to treat particles as matter waves, we have to be 
able to describe the particle in terms of waves. 


An important aspect of a particle is its localization in space. 


That is why it is so important to form the wave packet that 
we have been discussing. 
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Wave motion

Gaussian Wave Packet are often used to represent the 
position of particles, because the associated integrals are 
relatively easy to evaluate. 

 (x, 0) =  (x) = Ae��k2x2

cos(k0x)

   5.4 Wave Motion 179

If we are to treat particles as matter waves, we have to be able to describe the 
particle in terms of waves. An important aspect of a particle is its localization in 
space. That is why it is so important to form the wave packet that we have been 
discussing. We extend Equation (5.20) by summing over many waves with pos-
sibly different wave numbers, angular frequencies, and amplitudes.

 ° 1x, t 2 ! a
i

Ai cos1kix " vit 2  (5.24)

Such a result is called a Fourier series. When dealing with a continuous spec-
trum, it may be desirable to extend Equation (5.24) to the integral form called 
a Fourier integral.

 ° 1x, t 2 ! !A~1k 2cos1kx " vt 2  dk (5.25)

The amplitudes Ai and A~1k 2  may be functions of k. The use of Fourier series and 
Fourier integrals is at a more advanced level of mathematics than we want to pur-
sue now.* We can, however, illustrate their value by one important example.

Gaussian Wave Packet Gaussian wave packets are often used to represent the 
position of particles, as illustrated in Figure 5.16, because the associated integrals 
are relatively easy to evaluate. At a given time t, say t ! 0, a Gaussian wave can be 
expressed as

 ° 1x, 0 2 ! c1x 2 ! Ae "¢k 
2 x 

2
 cos1k0x 2  (5.26)

where #k expresses the range of wave numbers used to form the wave packet. The 
cos(k0x) term describes the wave oscillating inside the envelope bounded by the 
(Gaussian) exponential term e "¢k 

2 x 
2
. The intensity distribution I(k) for the wave 

numbers leading to Equation (5.26) is shown in Figure 5.16a. There is a high prob-
ability of a particular measurement of k being within one standard deviation of the 
mean value k0. The function c(x) is shown in Figure 5.16b. For simplicity, let the 
constant A be 1. There is a good probability of finding the particle within the values 
of x ! 0 [c(x) ! 1] and x ! #x/2 [c(x) ! exp(("#k2 #x2)/4)]. Roughly, the value 
of c(x) at the position x ! #x/2 is about 0.6 (see Figure 5.16b), so we have

 e "¢k 
2 ¢x 

2
 /4 " 0.6

Fourier series and integral

Gaussian function

#x

s ! #k

(b)(a)

c(x)

(k) x !

k
k0

Gaussian

cos k0x

e"#k2#x2

*See John D. McGervey, Introduction to Modern Physics, Chap. 4, Orlando, FL: Academic Press (1983).
Figure 5.16 The form of the 
probability distribution or inten-
sity I(k) shown in (a) is taken to 
have a Gaussian shape with a 
standard deviation of #k [deter-
mined when the function 
exp["(k " k0)2/ 2s2] has k ! k0 
$ #k and #k ! s, the standard 
deviation]. This I(k) leads to 
c(x), as shown in (b). The enve-
lope for c(x) is described by the 
exp("#k2 x2) term with the oscil-
lating term cos(k0x) contained by 
the envelope. At the given time t 
! 0, the wave packet (particle) is 
localized to the area x " 0 $ #x 
with wave numbers k " k0 $ #k.
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Uncertainty Principle 
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Uncertainty Principle 

We learned that it is impossible to measure simultaneously, 
with no uncertainty, the precise values of k and x for the 
same particle. The wave number k may be rewritten as 


k =
p

~
in the case of the Gaussian wave packet, 

�p�x =
~
2

Heisenberg’s uncertainty principle can therefore be written 

�px�x � ~

2
It is possible to have a greater uncertainty in the values of 
px and x, but it is not possible to know them with more 
precision than allowed by the uncertainty principle. 
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Uncertainty Principle 

Consider a particle for which the location is known within a 
width of l along the x axis. The uncertainty principle 
specifies that )p is limited by 

the minimum value of the kinetic energy , 

Note that this equation indicates that if we are uncertain 
as to the exact position of a particle, for example, an 
electron somewhere inside an atom of diameter l, the 
particle can’t have zero kinetic energy. 


�p � ~
2�x

� ~
l

Emin =
p2min

2m
� (�p)2

2m
� ~2

2ml2
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Uncertainty Principle 

Energy-Time Uncertainty Principle 


�E�t � ~
2

Example: Calculate the minimum kinetic energy of an 

electron that is localized within a typical nuclear radius of 

6*10-15m. 


Solution: 


Emin =
3p2min

2m
� 3(�p)2

2m
� 3~2

8mr2
=

3 ⇤ 1972

8 ⇤ 0.511 ⇤ 62 = 791 MeV
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Electron Double-Slit Experiment 

In 1961 C. Jönsson of Tübingen, Germany, succeeded in 
showing double-slit interference effects for electrons 
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Figure 5.18b). Thus, we conclude that the double-slit interference pattern is due 
to light passing through both slits—a wave phenomenon.

However, if the light intensity is reduced, and we observe the pattern on a 
screen, we learn that the light arriving on the screen produces flashes at various 
points, entirely representative of particle behavior! If we take pictures of the 
screen after varying lengths of time, the pictures will look like those shown in 
Figure 5.19. Eventually the interference pattern characteristic of wave behavior 
emerges. There is therefore no contradiction in this experiment. If we want to 
know the precise location of the light (photon), we must use the particle de-
scription and not the wave description.

Electron Double-Slit Experiment Now let us examine a similar double-slit 
experiment that uses electrons rather than light. If matter also behaves as waves, 
then shouldn’t the same experimental results be obtained if we use electrons 
rather than light? The answer is yes, and physicists did not doubt the eventual 
result. This experiment is not as easy to perform as the similar one with light. 
The difficulty arises in constructing slits narrow enough to exhibit wave 
phenomena. This requires l ! a, where a is the slit width. For light of l ! 600 
nm, slits can be produced mechanically. However, for electrons of energy 50 keV, 
l ! 5 " 10#3 nm, which is smaller than a hydrogen atom (!0.1 nm). Nevertheless, 
in 1961 C. Jönsson* of Tübingen, Germany, succeeded in showing double-slit 
interference effects for electrons (Figure 5.20) by constructing very narrow slits 
and using relatively large distances between the slits and the observation screen. 
Copper slits were made by electrolytically depositing copper on a polymer strip 
printed on silvered glass plates. This experiment demonstrated that precisely the 
same behavior occurs for both light (waves) and electrons (particles). We have 
seen similar behavior previously from the Debye-Scherrer rings produced by the 
diffraction of x rays (waves) and electrons (particles).

(a) 20 counts (b) 100 counts

(c) 500 counts (d) !4000 counts

Figure 5.19 Computer simulation of Young’s double-slit interference experiment for light or 
electrons. This calculation was performed for slit width a ! 4l and slit distance d ! 20l. The four 
pictures are for increasing number of counts: 20, 100, 500, 4000. The interference pattern has 
clearly emerged for 500 counts.

Figure 5.20 Demonstration of 
electron interference using two 
slits similar in concept to Young’s 
double-slit experiment for light. 
This result by Claus Jönsson 
clearly shows that electrons 
exhibit wave behavior (see also 
Example 5.7).

*C. Jönsson, American Journal of Physics 42, 4 (1974), translation of Zeitschrift für Physik 161, 454 (1961).
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Probability and Wave Functions 

How can we interpret the probability of finding the electron 
in the wave description? 

 

We used a function ((x, t) named as wave function to 
denote the superposition of many waves to describe the 
wave packet.  


The quantity  


is called the probability density and represents the 
probability of finding the particle in a given unit volume at 
a given instant of time 


| (x, y, z, t)|2
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Probability and Wave Functions 

In general, ((x, y, z, t) is a complex quantity and depends 
on the spatial coordinates x, y, and z as well as time t. 

 

We are interested here in only a single dimension y along 
the observing scree and for a give time t. The probability 
of observing an electron in the interval between y and 
y+dy at a given time


P (y)dy = | (y, t)|2dy

Normalization condition

Z 1

�1
P (y)dy =

Z 1

�1
| (y, t)|2dy = 1
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The Copenhagen Interpretation 

1. The uncertainty principle of Heisenberg


2.  The complementarity principle of Bohr: It is not 
possible to describe physical observables 
simultaneously in terms of both particles and waves. 


3. The statistical interpretation of Born, based on 
probabilities determined by the wave function 

Max Born, one of the founders of the quantum theory, first 
proposed this probability interpretation of the wave 
function in 1926. 
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The Schrödinger Wave Equation 

The Schrödinger wave equation in its time-dependent form 
for a particle moving in a potential V in one dimension is 

i~@ (x, t)
@t

= � ~2
2m

@2 (x, t)

@x2
+ V (x, t)

Both the potential V and wave function ( may be functions 
of space and time, V(x, t) and ((x, t). 


The three-dimensions Schrödinger is fairly straightforward 


i~@ (x, y, z, t)
@t

= � ~2
2m

r2 (x, y, z, t) + V (x, y, z, t)
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Properties of Valid Wave Functions 

1. In order to avoid infinite probabilities, must be finite 
everywhere.


2. In order to avoid multiple values of the probability, 
must be single valued.


3. For finite potentials, ( and *(/*x must be continuous. 
This is required because the second-order derivative 
term in the wave equation must be single valued. 
(There are exceptions to this rule when V is infinite.)


4. In order to normalize the wave functions, ( must 
approach zero as x approaches ±∞.
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Time-Independent Schrödinger Equation 

In many cases (and in most of the cases discussed here), 
the potential will not depend explicitly on time. The 
dependence on time and position can then be separated in 
the Schrödinger wave equation. Let 

 (x, t) =  (x)f(t)

We insert this wave function to Schrödinger equation

i~ (x)@f(t)
@t

= �~2f(t)
2m

@2 (x)

@x2
+ V (x) (x)f(t)

We divide by #(x)f(t) to yield

i~ 1

f(t)

@f(t)

@t
= � ~2

2m

1

 (x)

@2 (x)

@x2
+ V (x)
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Time-Independent Schrödinger Equation 

It follows that each side must be equal to a constant 
(which we label B), because one variable may change 
independently of the other. 

i~ 1

f(t)

@f(t)

@t
= B

From this equation we determine f to be 


f(t) = e�iBt/~

If we compare this function for f (t) to the free-particle 
wave function that has the time dependence e-i+t, we see 
that B=ℏ"=E. Therefore 


� ~2
2m

@2 (x)

@x2
+ V (x) (x) = E (x)
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To find the expectation value of p, we first need to 
represent p in terms of x and t. Let’s consider the wave 
function of the free particle, 

Operator

 (x, t) = ei(kx�!t)

If we take the derivative of wave function with respect to 
x, we have 
 @ (x, t)

@x
= ik (x, t)

After rearrangement, this yields 

p[ (x, t)] = �i~@ (x, t)
@xPostulate 3:


An observable is represented by a linear and hermitian 
operator that is written as A in quantum mechanics
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An operator, A, is a mathematical instruction, which when 
applied to a mathematical object, say �, gives another 
mathematical object , of the same nature. It is symbolically 
written as 

Operator

A simple operator, for instance, may contain the instruction 
for just taking the derivative of a function. Suppose we call 
this operator D. Then, for a given function �(x): 


18 Fundamentals of Quantum Mechanics

Integrating and using the identity sin
(nπx

L
)∣∣a

0 = 0, we get

A2 L = 1. ⇒ A =
1√
L

. (2.1.19)

The probability of finding the particle in the interval L/4≤ x≤ 3L/4 is given by

P =
1

2L

∫ 3L/4

L/4

(
2− cos

[
2πx

L

]
− cos

[
4πx

L

])
dx

+
1
L

∫ 3L/4

L/4

(
cos

[πx
L

]
− cos

[
3πx

L

])
dx. (2.1.20)

Taking the integrals, we finally obtain

P =
1

2L

(
− L

2π
(−1−1)− L

4π
(0−0)

)

+
1
L

(
L
π

[
1√
2
− 1√

2

]
+

L
3π

[
1√
2
− 1√

2

])
=

1
2π

. (2.1.21)

2.2 Observables and Operators

An observable, A, is a dynamical variable of a particle that can be measured. Position,
momentum, angular momentum and energy are examples of observables that we encounter
in classical mechanics. Naturally, the question arises about how to represent these in the
framework of quantum mechanics. Here, and in the following couple of subsections, we
shall discuss this problem.

Postulate 2: An observable, A, is represented by a linear and hermitian operator that is
written as Â.

An operator, Â, is a mathematical instruction, which when applied to a mathematical
object, say ψ , gives another mathematical object φ of the same nature. It is symbolically
written as Âψ = φ .

Let ψ be a usual function of one or several variables xi, i = 1,2,3, . . .: ψ(x1,x2,x3, . . .).
Then, in the given context, defining an operator means defining the mathematical
instruction(s) that must be applied to the function ψ(x1,x2,x3, . . .) to obtain a new
function φ (x1,x2,x3, . . .) of the same number of independent variables.

A simple operator, for instance, may contain the instruction for just taking the derivative
of a function. Suppose we call this operator D̂. Then, for a given function ψ(x):

D̂ψ(x) =
dψ
dx

= φ (x). (2.2.1)
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0 = 0, we get
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2.2 Observables and Operators

An observable, A, is a dynamical variable of a particle that can be measured. Position,
momentum, angular momentum and energy are examples of observables that we encounter
in classical mechanics. Naturally, the question arises about how to represent these in the
framework of quantum mechanics. Here, and in the following couple of subsections, we
shall discuss this problem.

Postulate 2: An observable, A, is represented by a linear and hermitian operator that is
written as Â.

An operator, Â, is a mathematical instruction, which when applied to a mathematical
object, say ψ , gives another mathematical object φ of the same nature. It is symbolically
written as Âψ = φ .

Let ψ be a usual function of one or several variables xi, i = 1,2,3, . . .: ψ(x1,x2,x3, . . .).
Then, in the given context, defining an operator means defining the mathematical
instruction(s) that must be applied to the function ψ(x1,x2,x3, . . .) to obtain a new
function φ (x1,x2,x3, . . .) of the same number of independent variables.

A simple operator, for instance, may contain the instruction for just taking the derivative
of a function. Suppose we call this operator D̂. Then, for a given function ψ(x):

D̂ψ(x) =
dψ
dx

= φ (x). (2.2.1)

Or, in shorthand notation, we just write 
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Or, in shorthand notation, we just write D̂ψ(x) = φ (x). The function φ belongs to the same
functional space to which ψ belongs. Another operator could be the instruction to obtain
a new function φ (x) by multiplying a given function ψ(x) by its independent variable x,
that is, φ (x) = xψ(x). In other words, the independent variable x can also be looked upon
as an operator. It is usually denoted by x̂. Thus, φ (x) = x̂ψ(x) = xψ(x).

Linear operators: If, for the given scalars α and β and functions ψ(x) and φ (x), the
operator Â satisfies the relation

Â (αψ(x)+βφ (x)) = α Âψ(x)+β Âφ (x), (2.2.2)

it is said to be a linear operator. If the action of an operator Â on a function φ (x) is to
multiply that function by some constant a:

Âφ (x) = a φ (x), (2.2.3)

we say that the constant a is an eigenvalue of the operator Â, and we call φ (x) an
eigenfunction of Â. An operator can have more than one eigenvalues. The set of all
possible eigenvalues of an operator constitutes the so-called eigenvalue spectrum (or,
simply spectrum) of the operator. If for every eigenvalue, there is a single eigenfunction,
the spectrum of the operator is called non-degenerate. If for a given eigenvalue, a, there
are more than one eigenfunctions, the eigenvalue a is said to be degenerate. If, for
instance, for a given eigenvalue, ak, there exist m linearly independent eigenfunctions,
then the eigenvalue ak is said to be m-fold degenerate.

Operators in quantum mechanics are, in general, complex and act in the space of
complex functions. Consequently, their eigenvalues are also, in general, complex.

2.3 Hermitian Operators

Given an operator Â, let us define an operator Â† by
∫ +∞

−∞
φ ∗(!r)

(
Âψ(!r)

)
d3x =

∫ +∞

−∞

(
Â†φ (!r)

)∗ψ(!r)d3x. (2.3.1)

The operator Â† is called the operator hermitian conjugate (adjoint) to the operator Â.
If an operator Â is equal to its hermitian conjugate operator, that is, Â† = Â, it is called

a hermitian operator. On the other hand, if Â† = −Â, then the operator Â is called anti-
hermitian.

If an operator, Â, is represented by a matrix A of appropriate dimensions, then the
hermitian conjugate operator is given by the matrix, denoted as A†, which is hermitian
conjugate to the matrix A. A† is obtained by first transposing the matrix A and then
performing the complex conjugation, that is,

A† =
[
(A)T

]∗
, (2.3.2)
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Another operator could be the instruction to obtain a new 
function ,(x) by multiplying a given function �(x) by its 
independent variable x, that is 


Operator
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Or, in shorthand notation, we just write D̂ψ(x) = φ (x). The function φ belongs to the same
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a new function φ (x) by multiplying a given function ψ(x) by its independent variable x,
that is, φ (x) = xψ(x). In other words, the independent variable x can also be looked upon
as an operator. It is usually denoted by x̂. Thus, φ (x) = x̂ψ(x) = xψ(x).

Linear operators: If, for the given scalars α and β and functions ψ(x) and φ (x), the
operator Â satisfies the relation

Â (αψ(x)+βφ (x)) = α Âψ(x)+β Âφ (x), (2.2.2)

it is said to be a linear operator. If the action of an operator Â on a function φ (x) is to
multiply that function by some constant a:

Âφ (x) = a φ (x), (2.2.3)

we say that the constant a is an eigenvalue of the operator Â, and we call φ (x) an
eigenfunction of Â. An operator can have more than one eigenvalues. The set of all
possible eigenvalues of an operator constitutes the so-called eigenvalue spectrum (or,
simply spectrum) of the operator. If for every eigenvalue, there is a single eigenfunction,
the spectrum of the operator is called non-degenerate. If for a given eigenvalue, a, there
are more than one eigenfunctions, the eigenvalue a is said to be degenerate. If, for
instance, for a given eigenvalue, ak, there exist m linearly independent eigenfunctions,
then the eigenvalue ak is said to be m-fold degenerate.
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complex functions. Consequently, their eigenvalues are also, in general, complex.
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Given an operator Â, let us define an operator Â† by
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Âψ(!r)

)
d3x =

∫ +∞

−∞

(
Â†φ (!r)

)∗ψ(!r)d3x. (2.3.1)

The operator Â† is called the operator hermitian conjugate (adjoint) to the operator Â.
If an operator Â is equal to its hermitian conjugate operator, that is, Â† = Â, it is called

a hermitian operator. On the other hand, if Â† = −Â, then the operator Â is called anti-
hermitian.

If an operator, Â, is represented by a matrix A of appropriate dimensions, then the
hermitian conjugate operator is given by the matrix, denoted as A†, which is hermitian
conjugate to the matrix A. A† is obtained by first transposing the matrix A and then
performing the complex conjugation, that is,

A† =
[
(A)T

]∗
, (2.3.2)

In other words, the independent variable x can also be 
looked upon as an operator. 
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that is, φ (x) = xψ(x). In other words, the independent variable x can also be looked upon
as an operator. It is usually denoted by x̂. Thus, φ (x) = x̂ψ(x) = xψ(x).

Linear operators: If, for the given scalars α and β and functions ψ(x) and φ (x), the
operator Â satisfies the relation

Â (αψ(x)+βφ (x)) = α Âψ(x)+β Âφ (x), (2.2.2)

it is said to be a linear operator. If the action of an operator Â on a function φ (x) is to
multiply that function by some constant a:

Âφ (x) = a φ (x), (2.2.3)

we say that the constant a is an eigenvalue of the operator Â, and we call φ (x) an
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instance, for a given eigenvalue, ak, there exist m linearly independent eigenfunctions,
then the eigenvalue ak is said to be m-fold degenerate.
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If an operator Â is equal to its hermitian conjugate operator, that is, Â† = Â, it is called

a hermitian operator. On the other hand, if Â† = −Â, then the operator Â is called anti-
hermitian.

If an operator, Â, is represented by a matrix A of appropriate dimensions, then the
hermitian conjugate operator is given by the matrix, denoted as A†, which is hermitian
conjugate to the matrix A. A† is obtained by first transposing the matrix A and then
performing the complex conjugation, that is,

A† =
[
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, (2.3.2)

Linear operators: If, for the given scalars � and � and 
functions �(x) and ,(x), the operator A satisfies the relation 
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Âφ (x) = a φ (x), (2.2.3)

we say that the constant a is an eigenvalue of the operator Â, and we call φ (x) an
eigenfunction of Â. An operator can have more than one eigenvalues. The set of all
possible eigenvalues of an operator constitutes the so-called eigenvalue spectrum (or,
simply spectrum) of the operator. If for every eigenvalue, there is a single eigenfunction,
the spectrum of the operator is called non-degenerate. If for a given eigenvalue, a, there
are more than one eigenfunctions, the eigenvalue a is said to be degenerate. If, for
instance, for a given eigenvalue, ak, there exist m linearly independent eigenfunctions,
then the eigenvalue ak is said to be m-fold degenerate.

Operators in quantum mechanics are, in general, complex and act in the space of
complex functions. Consequently, their eigenvalues are also, in general, complex.

2.3 Hermitian Operators

Given an operator Â, let us define an operator Â† by
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(
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d3x =
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a hermitian operator. On the other hand, if Â† = −Â, then the operator Â is called anti-
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If the action of an operator A on a function ,(x) is to 
multiply that function by some constant a:  


Operator

we say that the constant a is an eigenvalue of the operator 
A, and we call ,(x) an eigenfunction of A. 


An operator can have more than one eigenvalues. 


The set of all possible eigenvalues of an operator 
constitutes the so-called eigenvalue spectrum (or, simply 
spectrum) of the operator.
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Or, in shorthand notation, we just write D̂ψ(x) = φ (x). The function φ belongs to the same
functional space to which ψ belongs. Another operator could be the instruction to obtain
a new function φ (x) by multiplying a given function ψ(x) by its independent variable x,
that is, φ (x) = xψ(x). In other words, the independent variable x can also be looked upon
as an operator. It is usually denoted by x̂. Thus, φ (x) = x̂ψ(x) = xψ(x).

Linear operators: If, for the given scalars α and β and functions ψ(x) and φ (x), the
operator Â satisfies the relation

Â (αψ(x)+βφ (x)) = α Âψ(x)+β Âφ (x), (2.2.2)

it is said to be a linear operator. If the action of an operator Â on a function φ (x) is to
multiply that function by some constant a:

Âφ (x) = a φ (x), (2.2.3)

we say that the constant a is an eigenvalue of the operator Â, and we call φ (x) an
eigenfunction of Â. An operator can have more than one eigenvalues. The set of all
possible eigenvalues of an operator constitutes the so-called eigenvalue spectrum (or,
simply spectrum) of the operator. If for every eigenvalue, there is a single eigenfunction,
the spectrum of the operator is called non-degenerate. If for a given eigenvalue, a, there
are more than one eigenfunctions, the eigenvalue a is said to be degenerate. If, for
instance, for a given eigenvalue, ak, there exist m linearly independent eigenfunctions,
then the eigenvalue ak is said to be m-fold degenerate.

Operators in quantum mechanics are, in general, complex and act in the space of
complex functions. Consequently, their eigenvalues are also, in general, complex.

2.3 Hermitian Operators

Given an operator Â, let us define an operator Â† by
∫ +∞

−∞
φ ∗(!r)

(
Âψ(!r)

)
d3x =

∫ +∞

−∞

(
Â†φ (!r)

)∗ψ(!r)d3x. (2.3.1)

The operator Â† is called the operator hermitian conjugate (adjoint) to the operator Â.
If an operator Â is equal to its hermitian conjugate operator, that is, Â† = Â, it is called

a hermitian operator. On the other hand, if Â† = −Â, then the operator Â is called anti-
hermitian.

If an operator, Â, is represented by a matrix A of appropriate dimensions, then the
hermitian conjugate operator is given by the matrix, denoted as A†, which is hermitian
conjugate to the matrix A. A† is obtained by first transposing the matrix A and then
performing the complex conjugation, that is,

A† =
[
(A)T

]∗
, (2.3.2)
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If an operator, Â, is represented by a matrix A of appropriate dimensions, then the
hermitian conjugate operator is given by the matrix, denoted as A†, which is hermitian
conjugate to the matrix A. A† is obtained by first transposing the matrix A and then
performing the complex conjugation, that is,

A† =
[
(A)T

]∗
, (2.3.2)

it is called a hermitian operator. On the other hand, if


The Postulates of Quantum Mechanics 19

Or, in shorthand notation, we just write D̂ψ(x) = φ (x). The function φ belongs to the same
functional space to which ψ belongs. Another operator could be the instruction to obtain
a new function φ (x) by multiplying a given function ψ(x) by its independent variable x,
that is, φ (x) = xψ(x). In other words, the independent variable x can also be looked upon
as an operator. It is usually denoted by x̂. Thus, φ (x) = x̂ψ(x) = xψ(x).

Linear operators: If, for the given scalars α and β and functions ψ(x) and φ (x), the
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Given an operator Â, let us define an operator Â† by
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We may ask why do we use hermitian operators to 
represent dynamical variables in quantum mechanics. 


As we shall see later, in quantum mechanics, it is postulated 
that if we measure a dynamical variable A of a system in a 
given quantum state �, the result will be one of the 
eigenvalues of the operator A that represents the dynamical 
variable.


Since the results of measurement are real numbers (in 
appropriate units), the eigenvalues of operator A must be 
real. 

 


Operator
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The eigenvalues of a hermitian operator are real. 


Operator

Consider a hermitian operator A and its eigenvalue equation 
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where ∗ stands for complex conjugation.
We may ask why do we use hermitian operators to represent dynamical variables in

quantum mechanics. As we shall see later, in quantum mechanics, it is postulated that if
we measure a dynamical variable A of a system in a given quantum state ψ , the result will
be one of the eigenvalues of the operator Â that represents the dynamical variable A. Since
the results of measurement are real numbers (in appropriate units), the eigenvalues of Â
must be real. That is why we have to represent a physical characteristic of a system by a
hermitian operator.

Theorem 2.3.1: The eigenvalues of a hermitian operator are real.

Proof: Consider a hermitian operator Â and its eigenvalue equation

Âψn(!r) = λnψn(!r), !r = (x,y,z). (2.3.3)

As stated earlier, λn are in general complex. Now, since Â is hermitian, we have
∫ +∞

−∞
ψ∗n (Âψn)d3x =

∫ +∞

−∞
(Âψn)

∗ψn d3x. (2.3.4)

Using the eigenvalue equation for Â, we have

(λn−λ ∗n )
∫ +∞

−∞
ψ∗n ψn d3x = 0. (2.3.5)

For the non-trivial solutions to the eigenvalue equation,
∫ +∞
−∞ ψ∗n ψn d3x #= 0 and we get:

λn = λ ∗n . Hence, λn are real.

Theorem 2.3.2: The eigenfunctions of a hermitian operator, corresponding to distinct
eigenvalues, are orthogonal.

Proof: Let us assume that the eigenvalues are non-degenerate. Consider the eigenvalue
equations for the operator Â:

Âψm = λmψm, (2.3.6)

Â|ψn〉= λnψn, (2.3.7)

where λm #= λn. Using the hermiticity of Â, we have
∫ +∞

−∞
ψ∗n (Âψm)d3x =

∫ +∞

−∞
(Âψn)

∗ψm d3x. (2.3.8)

As stated earlier, �n are in general complex. Now, since A is 
hermitian, we have 
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(Âψn)

∗ψn d3x. (2.3.4)

Using the eigenvalue equation for Â, we have
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The eigenfunctions of a hermitian operator, corresponding 
to distinct eigenvalues, are orthogonal. 

The eigenvalues of an anti-hermitian operator are either 
purely imaginary or equal to zero. 

Operator
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Before we conclude, let us have the list of fundamental operators that are used in
quantum mechanics:

Dynamical variables Corresponding operators
in classical mechanics in quantum mechanics

Coordinates:
{

!r
x, y, z

{
!̂r
x, y, z

Momentum:
{

!p
px, py, pz

{
−ih̄!∇
−ih̄ ∂

∂x , −ih̄ ∂
∂y , −ih̄ ∂

∂ z

Angular momentum:






!L
Lx = ypz− zpy

Ly = zpx− xpz

Lz = xpy− ypx






!̂r× !̂p

−ih̄
(

y ∂
∂ z − z ∂

∂y

)

−ih̄
(

z ∂
∂x − x ∂

∂ z

)

−ih̄
(

x ∂
∂y − y ∂

∂x

)

Energy: H = !p2

2m +V (!r) − h̄2

2m
!∇2 + V̂ (!r)

It is not difficult to check that all the listed operators are hermitian.

Example 2.3.1: Check whether an operator F̂ , acting in the space of square-integrable
functions and defined by the relation F̂ψ(x) = −(d2ψ(x)/dx2), is hermitian or not.

Solution: The operator hermitian conjugate to the operator F̂ is defined by following relation
∫ +∞

−∞
φ ∗(x)

(
F̂ψ(x)

)
dx =

∫ +∞

−∞

(
F̂†φ (x)

)∗ ψ(x)dx, (2.3.20)

where φ (x) is an arbitrary square-integrable function. Replacing F̂ψ(x) by
−(d2ψ(x)/dx2) on the left-hand side of (2.3.20) and integrating by parts, we have

∫ +∞

−∞
φ ∗(x)

(
F̂ψ(x)

)
dx = − φ ∗(x)dψ(x)

dx

∣∣∣∣
+∞

−∞
+

∫ +∞

−∞

dφ ∗(x)
dx

dψ(x)
dx

dx. (2.3.21)
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TISE in one dimension
The TISE in one spatial dimension takes the form: 


Chapter 3

One-dimensional Problems

In this chapter, we shall first discuss the important properties of stationary state solutions
of the time-independent Schrödinger equation (TISE) in one spatial dimension and then
take up some typical problems.

The TISE in one spatial dimension takes the form:

− h̄2

2m
∂ 2φ (x)

∂x2 +V (x)φ (x) = Eφ (x), (3.0.1)

where x ∈ (−∞,+∞) is the independent variable. The nature and the properties of the
solutions to this equation depend on the interrelationship between the total energy, E, of
the particle and the potential V (x). Let us discuss some of the important concepts related
to it.

Continuum states

V x( )

V E V< <1 2

V2

V1

Bound states

E V V> and1 2

E V V< ,1 2

Vmin

x1 0 x2 x3 x

Figure 3.1 Various possibilities for the bound and scattering states of a particle, with
total energy E , moving in an arbitrary one-dimensional potential V (x).
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where x ∈ (−∞,+∞) is the independent variable. The nature 

and the properties of the solutions to this equation depend 
on the interrelationship between the total energy, E, of the 
particle and the potential V (x). 


Consider an arbitrary form of the potential V (x), which is 
general enough to allow for the illustration of all the 
desired features. Without any loss of generality, the 
potential has been assumed to remain finite at spatial 
infinities: 
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3.1 Bound and Scattering States

Consider an arbitrary form of the potential V (x), shown in Figure 3.1, which is general
enough to allow for the illustration of all the desired features1. Without any loss of
generality, the potential has been assumed to remain finite at spatial infinities:
limx→−∞V (x) = V1 and limx→+∞V (x) = V2 and it has a minimum Vmin at some point.
The character of the energy states of the particle is completely determined by the energy
E of the particle in comparison with the asymptotic values of the potential.

In general, the stationary state solutions are categorized as bound state solutions and
scattering state solutions.

Bound states: Bound states occur whenever the particle is confined (or bound) at all
energies to move within a finite and limited region of space. In the case of the potential
shown in Figure 3.1, if the total energy E of the particle is greater than Vmin but less than
both the asymptotic values V1 and V2 of the potential, the particle’s motion is restricted
between the two classical turning points x1 and x2. The states corresponding to this energy
range are called bound states.

Scattering states: If the total energy of the particle is either greater than V1 and less than
V2 or greater than both V1 and V2, the particle’s motion is not confined to a finite region
of space and the states of the particle, corresponding to these ranges of the total energy,
are called scattering states. Note that for the bound states to exist, the potential V (x) must
have at least one minimum that is lower than V1.

Important properties of bound state energy levels and the wave functions in one
dimension:
1. The bound state energy levels of a system in one spatial dimension are discrete and
nondegenerate.
Proof: The solutions of the TISE must satisfy the boundary conditions at the classical
turning points x1 and x2. The result is that acceptable solutions exist only for a discrete set
of energy eigenvalues.

The proof of non-degeneracy goes as follows. Suppose there are two solutions φ1(x)
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1Landau L.D. and Lifshitz E.M., Quantum Mechanics, Ch. III, p.61, Pergamon Press, 1977
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and it has a minimum Vmin at some point. The character of 
the energy states of the particle is completely determined 
by the energy E of the particle in comparison with the 
asymptotic values of the potential. 


Chapter 3

One-dimensional Problems

In this chapter, we shall first discuss the important properties of stationary state solutions
of the time-independent Schrödinger equation (TISE) in one spatial dimension and then
take up some typical problems.

The TISE in one spatial dimension takes the form:

− h̄2

2m
∂ 2φ (x)

∂x2 +V (x)φ (x) = Eφ (x), (3.0.1)

where x ∈ (−∞,+∞) is the independent variable. The nature and the properties of the
solutions to this equation depend on the interrelationship between the total energy, E, of
the particle and the potential V (x). Let us discuss some of the important concepts related
to it.

Continuum states

V x( )

V E V< <1 2

V2

V1

Bound states

E V V> and1 2

E V V< ,1 2

Vmin

x1 0 x2 x3 x

Figure 3.1 Various possibilities for the bound and scattering states of a particle, with
total energy E , moving in an arbitrary one-dimensional potential V (x).
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Scattering states: If the total energy of the particle is 
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Important properties of bound state energy levels and the 
wave functions in one dimension: 


1. The bound state energy levels of a system in one 
spatial dimension are discrete and nondegenerate. 


2. In general, the nth bound state wave function, �n(x), in 
one spatial dimension has n nodes (that is, �n(x) 
vanishes n times), if n = 0 corresponds to the ground 
state and (n − 1) nodes if n = 1 corresponds to the 
ground state. 
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The Free Particle Solution 

A free particle represents a typical example of a stationary 
state that corresponds to an unbounded motion (scattering 
state) both along the positive and the negative x directions. 
In this case, the external potential is absent, that is, V (x) = 
0, and the TISE reads 
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Integrating 3.1.3 once over x and taking into account the fact that the wave functions and
their first derivatives must vanish at infinity, we obtain

φ ′1
φ1

=
φ ′2
φ2

. (3.1.4)

Integrating once more over x and taking into account the boundary conditions, we arrive at

φ1 =C φ2, (3.1.5)

where C is the integration constant. Since C can be absorbed in the normalization of the
wave function, we conclude that φ1 ≡ φ2. The theorem is proved.

2. The ground state wave function has no nodes, that is, it does not become zero anywhere
in the entire region −∞ < x < +∞. The next higher energy bound state is called the
first excited state and has one node, that is, it becomes zero only at one point in space.
The second excited state has two nodes and so on. In general, the nth bound state wave
function, φn(x), in one spatial dimension has n nodes (that is, φn(x) vanishes n times), if
n = 0 corresponds to the ground state and (n−1) nodes if n = 1 corresponds to the ground
state.

The aforementioned property is proved by using the so-called variational principle. We
shall not present it here. Instead, we refer the reader to the book, Methods of Mathematical
Physics, Vol. 1 by R. Courant and D. Hilbert.

Before moving on, let us try to solve the one-dimensional TISE and obtain the
stationary state solutions in a couple of simple cases, which will illustrate the
methodology and the peculiarities of quantum mechanics.

3.2 The Free Particle Solution

A free particle represents a typical example of a stationary state that corresponds to an
unbounded motion (scattering state) both along the positive and the negative x directions.
In this case, the external potential is absent, that is, V (x) = 0, and the TISE reads

− h̄2

2m
d2φ (x)

dx2 = Eφ (x) ⇒ d2φ (x)
dx2 + k2φ (x) = 0, (3.2.1)

where

k2 =
2mE
h̄2 ,E > 0. (3.2.2)

Equation (3.2.1) has two linearly independent solutions:

φ(+)(x) = eikx, φ(−)(x) = e−ikx. (3.2.3)

where
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The Free Particle Solution 

The general stationary state solution is the linear 
superposition given by 

One-dimensional Problems 59

The general stationary state solution is the linear superposition given by

ψ(x, t) = A(+)e
i(kx−ωt) +A(−)e

−i(kx+ωt), (3.2.4)

where A(+) and A(−) are arbitrary, in general complex, constants and we have used the fact
that ω = E/h̄. If we use the de-Broglie formula

p = h̄ k, (3.2.5)

then the solution (3.2.4) can be written as

ψ(x, t) = A(+) e
i
h̄ (p x−E t) +A(−) e−

i
h̄ (p x+E t). (3.2.6)

The first term in the above equation represents a particle travelling to the right (positive x
direction) and the second term represents a particle travelling to the left with well defined
momenta p± = ± h̄k and energy E± = h̄2k2/2m. The intensities of corresponding waves
are |A+|2 and |A−|2, respectively. Since there are no boundary conditions, there are no
restrictions on the values of k and E; all values of k and E give solutions to the TISE. Thus,
a free particle has a continuous energy spectrum.

There is, however, some problems related to the free particle solution. Firstly, the
probability densities corresponding to either solutions are constant

P± =
∣∣∣A(±)

∣∣∣
2

, (3.2.7)

that is, they depend neither on x nor on t. This is due to the fact that, for a state with definite
values of momentum, p± =±h̄k, and energy E± = h̄2k2/2m, there occurs a complete loss
of information about the position of the particle and the instant of time at which it is located
at that position. This is the consequence of Heisenberg’s uncertainty principle, according
to which, since the momentum and energy of a particle are known exactly (∆p = 0, and
∆E = 0), there must be a total uncertainty about its position and time at which it is located
at that position.

The second difficulty is in an apparent discrepancy between the speed of the wave and
the speed of the particle it is supposed to represent. The speed of the right or the left moving
plane wave is given by

vp =
ω
k
=

E
h̄k

=
h̄k
2m

. (3.2.8)

The velocity of the particle, on the other hand, is given by

v =
p
m

=
h̄k
m

= 2vp. (3.2.9)

This means that the particle travels twice as fast as the wave that represents it.

where A(+) and A(−) are arbitrary, in general complex, constants. 
If we use the de Broglie formula, the solution can be written 
as 
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The first term in the above equation represents a particle 
traveling to the right (positive x direction) and the second 
term represents a particle traveling to the left. 
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The Free Particle Solution 

Three problems about the solution of free particle:


1. Firstly, the probability densities corresponding to either 
solutions are constant that is, they depend neither on x 
nor on t. 


     2. The second difficulty is in an apparent discrepancy 

        between the speed of the wave and the speed of the        


particle it is supposed to represent. 

3. The third difficulty is that the free particle wave 

   function cannot be normalized: 
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The third difficulty is that the free particle wave function cannot be normalized:
∫ +∞

−∞
|ψ(x, t)|2 dx = |A±|2

∫ +∞

−∞
dx → ∞. (3.2.10)

Hence, as we have discussed earlier, these plane wave solutions of the free Schrödinger
equation cannot be taken as quantum mechanical wave functions representing free
particles. The natural question arises: Is there anyway out of this problem?

The answer is yes! What saves us is the fact that the Schrödinger equation is linear
and superposition principle holds. Therefore, we can superpose a large number of plane
wave solutions and the resulting function will be a solution of the Schrödinger equation.
Such a solution turns out to be localized and is called a wave packet. Mathematically it is
written as

ψ(x, t) =
1√
2π

∫ +∞

−∞
ψ̃(k) ei(k(ω)x−ωt) dk, (3.2.11)

where the amplitude of the wave packet ψ̃(k) is given by the Fourier transform of ψ(x,0):

ψ̃(k) =
1√
2π

∫ +∞

−∞
ψ(x,0) e−ik(ω)x dx. (3.2.12)

The wave packet represented by the equation (3.2.11) is localized in space, namely at x = 0
(Figure 3.2). This is because of the fact that ψ(x, t) is a superposition of an infinite number
of plane waves that are, as we know, coherent and will interfere with each other. They add
up constructively at x = 0, while their constructive interference diminishes as we move
away from the point x = 0. The rapid oscillations of the exponential factor eikx ensures
that the waves interfere destructively for x→±∞. Similarly, the function ψ̃(k) represents
a wave packet in k-space (momentum space). It is localized at k = 0 and vanishes at large
values of k.

As a measure of the size of the packet in x-space, it is customary to define a half-width
∆x corresponding to the half-maximum of |ψ(x, t)|2. It is defined such that when x varies
from 0 to ±∆x, the function |ψ(x)|2 drops down to e−1/2 times its initial value:

|ψ(±∆x)|2

|ψ(0,0)|2
=

1
e1/2 . (3.2.13)

Similarly, one defines a half-width ∆k corresponding to the half-maximum of |ψ̃(k)|2. In
this case it is defined such that when k varies from k0 to k0±∆k, the function |ψ̃(k)|2 drops
down to e−1/2 times its initial value:

|ψ̃(±∆k)|2

|ψ̃(0)|2
=

1
e1/2 (3.2.14)
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of information about the position of the particle and the instant of time at which it is located
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∆E = 0), there must be a total uncertainty about its position and time at which it is located
at that position.

The second difficulty is in an apparent discrepancy between the speed of the wave and
the speed of the particle it is supposed to represent. The speed of the right or the left moving
plane wave is given by

vp =
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The velocity of the particle, on the other hand, is given by

v =
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=
h̄k
m

= 2vp. (3.2.9)

This means that the particle travels twice as fast as the wave that represents it.
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Infinite square well

Infinite Square-Well Potential 
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6.3  Infinite Square-Well Potential
We have thus far established the time-independent Schrödinger wave equation 
and have discussed how the wave functions can be used to determine the physi-
cal observables. Now we would like to find the wave function for several possible 
potentials and see what we can learn about the behavior of a system having those 
potentials. In the process of doing this we will find that some observables, includ-
ing energy, have quantized values. We begin by exploring the simplest such 
system—that of a particle trapped in a box with infinitely hard walls that the 
particle cannot penetrate. This is the same physical system as the particle in a 
box we presented in Section 5.8, but now we present the full quantum-mechan-
ical solution.

The potential, called an infinite square well, is shown in Figure 6.2 and is given 
by

 V 1x 2 ! bq x " 0, x # L
0 0 $ x $ L

 (6.30)

The particle is constrained to move only between x ! 0 and x ! L, where the 
particle experiences no forces. Although the infinite square-well potential is 
simple, we will see that it is useful because many physical situations can be ap-
proximated by it. We will also see that requiring the wave function to satisfy 
certain boundary conditions leads to energy quantization. We will use this fact to 
explore energy levels of simple atomic and nuclear systems.

As we stated previously, most of the situations we encounter allow us to use 
the time-independent Schrödinger wave equation. Such is the case here. If 
we  insert V ! q in Equation (6.13), we see that the only possible solution for the 
wave function is c(x) ! 0. Therefore, there is zero probability for the particle to 
be located at x " 0 or x # L. Because the kinetic energy of the particle must be 
finite, the particle can never penetrate into the region of infinite potential. How-
ever, when V ! 0, Equation (6.13) becomes, after rearranging,

 
d 2c

dx 2 ! % 

2m E
U2  c ! %k2c

where we have used Equation (6.13) with V ! 0 and let the wave number k ! 22mE / U2. A suitable solution to this equation that satisfies the properties given 
in Section 6.1 is

 c1x 2 ! A sin kx & B cos kx (6.31)

where A and B are constants used to normalize the wave function. The wave 
function must be continuous, which means that c(x) ! 0 at both x ! 0 and x ! 
L as already discussed. The proposed solution in Equation (6.31) therefore must 
have B ! 0 in order to have c(x ! 0) ! 0. If c(x ! L) ! 0, then A sin(kL) ! 0, 
and because A ! 0 leads to a trivial solution, we must have

 kL ! np (6.32)

where n is a positive integer. The value n ! 0 leads to c ! 0, a physically unin-
teresting solution, and negative values of n do not give different physical solu-
tions than the positive values. The wave function is now

 cn 1x 2 ! A sin a npx
L
b  1n ! 1, 2, 3, . . . 2  (6.33)

V(x)

x !
0

Position

∞ ∞

L

Figure 6.2 Infinite square-well 
potential. The potential is V ! q 
everywhere except the region 
0 $ x $ L, where V ! 0.

03721_ch06_201-240.indd   21203721_ch06_201-240.indd   212 9/29/11   2:40 PM9/29/11   2:40 PM

212 Chapter 6 Quantum Mechanics II
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L as already discussed. The proposed solution in Equation (6.31) therefore must 
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The Schrödinger equation in the well

d2 

dx2
= �2mE

~2  = �k2 

where, 

k =

r
2mE

~2
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A suitable solution to this equation 

Infinite Square-Well Potential 

 (x) = A sin kx+B cos kx

where A and B are constants used to normalize the wave 
function. The wave function must be continuous at x=0 and 
x=L, therefore

B = 0

kL = n⇡

The wave function is now

 n(x) = A sin
⇣n⇡x

L

⌘
, n = 1, 2, 3, . . .
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A is determined by the normalization condition 

Infinite Square-Well Potential 

and 

A2

Z L

0
sin2

⇣n⇡x
L

⌘
= 1

A =

r
2

L

The normalized wave function becomes 

 n(x) =

r
2

L
sin

⇣n⇡x
L

⌘
, n = 1, 2, 3, . . .

The quantized energy levels 

 

En =
n2⇡2~2
2mL2

, n = 1, 2, 3, . . .

the integer n is a quantum number 
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energy levels would be so close together that we could not measure their differ-
ences. Macroscopic objects must have very large values of n.

Classically, the particle has equal probability of being anywhere inside 
the box. The classical probability density (see Section 6.2) is P(x) ! 1/L (for 
0 " x " L, zero elsewhere) for the probability to be 1 for the particle to be in 
the box. According to Bohr’s correspondence principle (see Section 4.4), we 
should obtain the same probability in the region where the classical and quan-
tum results should agree, that is, for large n. The quantum probability density is 
(2/L)sin2(knx). For large values of n, there will be many oscillations within the 
box. The average value of sin2 u over one complete cycle is 1/2. The average 
value of sin2 u over many oscillations is also 1/2. Therefore, the quantum prob-
ability approaches 1/L in this limit, in agreement with the classical result.

Figure 6.3 Wave functions cn, 
probability densities 0cn 0 2, and en-
ergy levels En for the lowest quan-
tum numbers for the infinite 
square-well potential.

0 L0 L
Position

!c3!2

!c2!2

!c1!2

c3

c2

c1

Energy

25

16

9
4

E1

E1

E1

E1
E1

∞ ∞

Show that the wave function #n(x, t) for a particle in an 
infinite square well corresponds to a standing wave in the 
box.

Strategy We have just found the wave function cn(x) in 
Equation (6.34). According to Equation (6.14), we can obtain 
#n(x, t) by multiplying the wave function cn(x) by e $i vnt.

Solution The product of cn(x) from Equation (6.34) and 
f (t) ! e $i vnt gives

 °n 1x, t 2 ! B 2
L

 sin1knx 2e $i vnt

We can write sin(knx) as

 sin1knx 2 !
e iknx $ e $iknx

2i

so that the wave function* becomes

 °n 1x, t 2 ! B 2
L

 
e i 1knx$vnt2 $ e $i 1knx%vnt2

2i

This is the equation of a standing wave for a vibrating string, 
for example. It is the superposition of a wave traveling to the 
right with a wave traveling to the left. They interfere to pro-
duce a standing wave of angular frequency vn.

 EXAMPLE 6 .7

*The imaginary number i should be of no concern, because the 
probability values are determined by a product of c*c, which gives 
a real number.
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The Schrödinger Equation for H 

To a good approximation the potential energy of the 
electron-proton system is electrostatic: 


V (r) = � e2

4⇡"0r

We rewrite the three-dimensional time-independent 
Schrödinger Equation 


� ~2
2m

1

 (x, y, z)


@2 (x, y, z)

@x2
+
@2 (x, y, z)

@y2
+
@2 (x, y, z)

@z2

�
= E � V (r)

The potential in this case is due to the central force. To 
take advantage of the radial symmetry, we transform to 
spherical polar coordinates. 
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We rewrite the three-dimensional time-independent Schrödinger Equation 
(6.43) as

 ! 

U2

2m
 

1
c 1x, y, z 2 c 02c 1x, y, z 2

0x 2 "
02c 1x, y, z 2

0y2 "
02c 1x, y, z 2

0z2 d # E ! V 1r 2  (7.2)

As discussed in Chapter 4, the correct mass value m to be used is the reduced 
mass m of the proton-electron system. We can also study other hydrogen-like 
(called hydrogenic) atoms such as He" or Li"" by inserting the appropriate re-
duced mass m and by replacing e2 in Equation (7.1) with Ze2, where Z is the 
atomic number.

We note that the potential V(r) in Equation (7.2) depends only on the dis-
tance r between the proton and electron. The potential in this case is due to the 
central force—perhaps the most important in quantum mechanics. To take ad-
vantage of the radial symmetry, we transform to spherical polar coordinates. The 
transformation is given in Figure 7.1, where the relationships between the Carte-
sian coordinates x, y, z and the spherical polar coordinates r, u, f are shown. The 
transformation of Equation (7.2) into spherical polar coordinates is straightfor-
ward. After inserting the Coulomb potential into the transformed Schrödinger 
equation, we have

 
 
1
r 2 

0
0r
a r2

 

0c
0r
b "

1
r 2 sin u

 
0
0u a sin u 

0c
0u b "

1
r 2 sin2 u

 
02c

0f2 "
2m
U2  1E ! V 2c # 0

The wave function c is now a function of r, u, f [c(r, u, f)], but we will write it 
simply as c for brevity. In the terminology of partial differential equations, Equa-
tion (7.3) is separable, meaning a solution may be found as a product of three 
functions, each depending on only one of the coordinates r, u, f. (This is exactly 
analogous to our separating the time-dependent part of the Schrödinger equa-
tion solution as e!iEt/U.) Let us try a solution of the form

 c 1r, u, f 2 # R 1r 2 f  1u 2g 1f 2  (7.4)

This substitution allows us to separate the partial differential in Equation (7.3) 
into three separate differential equations, each depending on one coordinate: r, 
u, or f.

We have a good idea from Chapter 6 what to expect the results to look like. 
For each of the three differential equations we must apply appropriate boundary 
conditions on the functions R(r), f(u), and g(f). This will lead to three quantum 
numbers, one for each of the three separate differential equations. Notice that 
there is one quantum number for each dimension of motion; recall that in 
Chapter 6 we obtained one quantum number for one-dimensional motion and 
three quantum numbers for three-dimensional motion.

7.2  Solution of the Schrödinger Equation 
for Hydrogen

The first step is to substitute the trial solution, Equation (7.4), into Equa-
tion (7.3). Then we can separate the resulting equation into three equations: 
one for R(r), one for f(u), and one for g(f). The solutions to those equations will 

Schrödinger equation in 
spherical coordinates

z!
r
y!
x

x

z

y # r sin u sin f
z # r cos u

x # r sin u cos f

u # cos!1     (Polar angle)

f # tan!1     (Azimuthal angle)

r #   x2 " y2 " z2

y

P

(x, y)

(r, u, f)!
(x, y, z)

u

f

r

√!w
Figure 7.1 Relationship be-
tween spherical polar coordinates 
(r, u, f) and Cartesian coordi-
nates (x, y, z).

(7.3)
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The Schrödinger equation in spherical polar coordinate
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The wave function is now a function of r, ', %. This equation 
is separable, meaning a solution may be found as a product 
of three functions, each depending on only one of the 
coordinates r, ', %, 
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Principal Quantum Number n 


Orbital Angular Momentum Quantum Number l 

Angular equation 
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Magnetic Quantum Number ml 

Lz = ml~

   7.3 Quantum Numbers 251

Magnetic Quantum Number mO
The orbital angular momentum quantum number / determines the magnitude 
of the angular momentum L, but because L is a vector, it also has a direction. 
Classically, because there is no torque in the hydrogen atom system in the ab-
sence of external fields, the angular momentum L is a constant of the motion 
and is conserved. The solution to the Schrödinger equation for f(u) specified 
that / must be an integer, and therefore the magnitude of L is quantized.

The angle f is a measure of the rotation about the z axis. The solution for 
g(f) specifies that m/ is an integer and related to the z component of the angular 
momentum L.

 Lz ! m/U  (7.23)

The relationship of L, Lz, /, and m/ is displayed in Figure 7.3 for the value / ! 2. 
The magnitude of L is fixed 3L ! 1/1/ " 1 2 U ! 16U 4 . Because Lz is quantized, 
only certain orientations of L are possible, each corresponding to a different m/ 
(and therefore Lz). This phenomenon is called space quantization because only 
certain orientations of L are allowed in space.

We can ask whether we have established a preferred direction in space by 
choosing the z axis. The choice of the z axis is completely arbitrary unless there 
is an external magnetic field to define a preferred direction in space. It is cus-
tomary to choose the z axis to be along B if there is a magnetic field. This is why 
m/ is called the magnetic quantum number.

Will the angular momentum be quantized along the x and y axes as well? 
The answer is that quantum mechanics allows L to be quantized along only one 
direction in space. Because we know the magnitude of L, the knowledge of a 
second component would imply a knowledge of the third component as well 
because of the relation L2 ! Lx

2 " Ly
2 " Lz

2. The following argument shows that 
this would violate the Heisenberg uncertainty principle: If all three components 
of L were known, then the direction of L would also be known. In this case we 
would have a precise knowledge of one component of the electron’s position in 
space, because the electron’s orbital motion is confined to a plane perpendicu-
lar to L. But confinement of the electron to that plane means that the electron’s 

Space quantization

Figure 7.3 Schematic diagram 
of the relationship between L and 
Lz with the allowed values of m/.

Lz

L !  !(! "1)#
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4.3 Two-and Three-Dimensional Problems 137

Fig.4.27 Polar diagrams of the absolute squares
∣∣Ym

l (ϑ,ϕ)
∣∣2 of the spherical harmonics. The length |r| of the vector r gives the values

∣∣Ym
l (cosϑ)

∣∣2

for the different values of ϑ . All diagrams are symmetric with respect to rotations around the z-axis, which has been chosen here as the vertical axis

for the factorization (4.70) is the spherical symmetry of the
potential. This means:

All spherical symmetric potentials have the same angu-
lar part Ym

l (ϑ,ϕ) of the eigenfunctions ψ(r,ϑ,ϕ).

The radial function R(r) in (4.70) can be determined from
the left side of (4.76). Based on the results (4.55) and (4.81)
we obtain after multiplication with R(r):

d
dr

(
r2

dR
dr

)
+

[
2m
!2

r2
(
E − Epot(r)

)
− l(l + 1)

]
R(r) = 0.

(4.88)

The solutions of (4.88) do depend on the radial dependence
of the potential Epot(r) and on the total energy E . We will
discuss these solutions for the case of a Coulomb potential in
the next chapter.

From (4.84) and (4.86) we can conclude that for a given
allowed energy E and a fixed quantum number l there are
(2l+1) different spherical harmonics Ym

l , because the energy
does not depend on the quantum numberm which can be any
integer number within the interval
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Fig.4.27 Polar diagrams of the absolute squares
∣∣Ym

l (ϑ,ϕ)
∣∣2 of the spherical harmonics. The length |r| of the vector r gives the values

∣∣Ym
l (cosϑ)

∣∣2

for the different values of ϑ . All diagrams are symmetric with respect to rotations around the z-axis, which has been chosen here as the vertical axis
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The solutions of (4.88) do depend on the radial dependence
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The wave function of hydrogen
Hydrogen-Like Atom Wave Functions

2D cross sections through x-z plane
of H-atom 3D probability densities,
labeled as (n,!,m!)
Probability goes to zero at wave
function nodes:

▶ # radial nodes is n − ! − 1
▶ # angular nodes is !

P. J. Grandinetti Chapter 18: Electronic Structure of the Hydrogen Atom
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For the statistical description of properties of a many 
particle system one has to define average values, which 
depend on the distribution of these properties over the 
particles of the system. The mean velocity in a system of 
particles with velocity distribution f (v) is defined by 


Expectation Values 
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−l ≤ m ≤ +l. (4.88x)

Remark
The separation (4.70) is possible only for spherical symmet-
ric potentials that do not depend on the angles ϑ and ϕ. The
spherical harmonics can, nevertheless, depend on ϑ and ϕ.
This means that even for a spherically symmetric potential
the probability of finding a particle generally depends on the
angles and is therefore not spherically symmetric! The spher-
ical harmonics are solutions for every potential with spherical
symmetry, independent of the radial form of this potential. In
acoustics the functionsYm

l describe the possible deformations
of the surface of a sphere caused by resonant standing acous-
tic waves within the sphere. They are therefore also called
spherical surface functions.

4.4 ExpectationValues and Operators

For the statistical description of properties of a many particle
system one has to define average values, which depend on the
distributionof these properties over the particles of the system.
For example, the mean velocity v̄ in a system of particles with
velocity distribution f (v) is defined by

v̄ =
∞∫

v=0

v f (v) dv. (4.88y)

The function f (v) dv gives the probability of finding a particle
within the interval v to v + dv. The mean square velocity

v2 =
∞∫

v=0

v2 f (v) dv (4.88z)

gives the average value of v2.
In quantummechanics, the probability of finding a particle

within the interval from x to x + dx is given by |ψ(x)|2 dx .
The average value

〈x〉 =
+∞∫

−∞
x |ψ(x)|2 dx (4.89)

is called the expectation value for the location x of the particle.
The exact location in classical mechanics is replaced by a
probability statement. The above definition of the expectation
value has the following meaning.

When we perform a series of measurements of the location
x of a particle, the result will be a distribution of slightly
different values x around the mean value

〈x〉 =
∫

ψ∗(x)xψ(x) dx .

This distribution is not caused by errors or inaccuracies of
measurement, but by the fact that due to the uncertainty rela-
tion ∆x ≥ h/∆p, it is in principle not possible to measure
the location x more accurately.

In an analogous way, we can define the expectation value
of the three dimensional radius vector

〈r〉 =
∫

ψ∗(r)rψ(r) dτ

=
∫

x

∫

y

∫

z

ψ∗(x, y, z)rψ(x, y, z) dx dy dz. (4.90)

When a particlewith charge q ismoving in an external electric
field with potential φ(r), its mean potential energy is

〈Epot〉 = q
∫

ψ∗(r)φ(r)ψ(r) dτ, (4.91)

where the volume element dτ = dxdydz and the integral
indicates the integration over all three dimensions.

The expectation value of a measurable quantity of a
particle is equal to its mean value obtained from the
wave function ψ of the particle replacing the classical
distribution function.

4.4.1 Operators and Eigenvalues

The general expectation value 〈A〉 of a measurable quantity
A (called observable), is defined as

〈A〉 =
∫

ψ∗ Âψ dτ (4.92)

where Â is the operator related to the observable A. The oper-
ator Â performs a definite operation on the wave function ψ .
For example the operator r̂ corresponding to the spatial coor-
dinate r just multiplies the wave function ψ with the radius
vector r .

The expectation value of the kinetic energy can be obtained
from the Schrödinger equation, which represents the quantum
mechanical analogy to the classical law of energy conserva-
tion Ekin + Epot = E . From (4.6d) we see that

〈Ekin〉 = − !2

2m

∫
ψ∗∆ψ dτ. (4.93)

The mean square velocity 
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is called the expectation value for the location x of the particle.
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When we perform a series of measurements of the location
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measurement, but by the fact that due to the uncertainty rela-
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where the volume element dτ = dxdydz and the integral
indicates the integration over all three dimensions.

The expectation value of a measurable quantity of a
particle is equal to its mean value obtained from the
wave function ψ of the particle replacing the classical
distribution function.
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The general expectation value 〈A〉 of a measurable quantity
A (called observable), is defined as
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where Â is the operator related to the observable A. The oper-
ator Â performs a definite operation on the wave function ψ .
For example the operator r̂ corresponding to the spatial coor-
dinate r just multiplies the wave function ψ with the radius
vector r .

The expectation value of the kinetic energy can be obtained
from the Schrödinger equation, which represents the quantum
mechanical analogy to the classical law of energy conserva-
tion Ekin + Epot = E . From (4.6d) we see that
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In quantum mechanics we use wave functions to calculate 
the expected result of the average of many measurements 
of a given quantity. 


Any measurable quantity for which we can calculate the 
expectation value is called a physical observable. 


If we make many measurements of the particle at x axis, 
we may find the particle N1 times at x1, N2 times at x2, Ni 

times at xi, and so forth. The average value of x,

Expectation Values 

x̄ =
N1x1 +N2x2 +N3x3 + . . .

N1 +N2 +N3 + . . .
=

P
i NixiP
i Ni
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We can change from discrete to continuous variables by 
using the probability P(x, t) of observing the particle at a 
particular x. The previous equation then becomes 

Expectation Values 

x̄ =

R1
�1 xP (x)dx
R1
�1 P (x)dx

In quantum mechanics we must use the probability 
distribution given in wave function

hxi =
Z 1

�1
x ⇤(x, t) (x, t)dx

The same general procedure can be used to find the 
expectation value of any function g(x)

hg(x)i =
Z 1

�1
 ⇤(x, t)g(x) (x, t)dx
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Homework
 

The Physics of Atoms and Quanta 


5.2, 5.3, 5.5, 5.13, 5.14, 6.4, 6.7, 6.8
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Exercise class 
 1.Show that the Planck radiation law agrees with the

 Rayleigh- Jeans formula for large wavelengths. 
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Exercise class 
 1.Show that the Planck radiation law agrees with the

 Rayleigh- Jeans formula for large wavelengths. 


Solution: We follow the strategy and find the result for 

the term involving the exponential: 


102 Chapter 3 The Experimental Basis of Quantum Physics

Show that the Planck radiation law agrees with the Rayleigh-
Jeans formula for large wavelengths.

Strategy We use Equation (3.23) for the Planck radiation 
law, let l S q for the term involving the exponential, and 
see whether the result agrees with Equation (3.22).

Solution We follow the strategy and find the result for the 
term involving the exponential.

1
e hc /lkT ! 1

"
1c1 #

hc
lkT

# a hc
lkT
b 2

 
1
2

# p d ! 1
 S  
lkT
hc

  for large l

Equation (3.23) now becomes

 I1l, T 2 "
2pc 2h
l5  

lkT
hc

"
2pckT
l4

which is the same as the Rayleigh-Jeans result in 
Equation (3.22).

 EXAMPLE 3 .8

Show that Planck’s radiation law resolves the ultraviolet 
catastrophe.

Strategy The ultraviolet catastrophe occurs because the 
number of configurations through which a standing wave can 
form inside the cavity becomes infinite as l S 0. We want to 
find out what happens to I(l, T ) if we let l S 0. We also 
need to investigate the total energy of the system, especially 
for the large number of small-wavelength oscillators.

Solution If we let l S 0 in Equation (3.23), the value of 
e hc/lkT S q. The exponential term dominates the l5 term as 
l S 0, so the denominator in Equation (3.23) is infinite, 
and the value of I(l, T ) S 0. Note that as the wavelength 
decreases, the frequency increases ( f " c/l), and hf  W kT. 
Few oscillators will be able to obtain such large energies, 
partly because of the large energy necessary to take the en-
ergy step from 0 to hf. The probability of occupying the 
states with small wavelengths (large frequency and high 
energy) is vanishingly small, so the total energy of the system 
remains finite. The ultraviolet catastrophe is avoided.

 EXAMPLE 3 .9

3.6  Photoelectric Effect
Perhaps the most compelling, and certainly the simplest, evidence for the quan-
tization of radiation energy comes from the only acceptable explanation of the 
photoelectric effect. While Heinrich Hertz was performing his famous experi-
ment in 1887 that confirmed Maxwell’s electromagnetic wave theory of light, he 
noticed that when ultraviolet light fell on a metal electrode, a charge was pro-
duced that separated the leaves of his electroscope. Although Hertz recognized 
this discovery of what would become known as the photoelectric effect, it was of 
little use to him at the time, and he left the exploitation of the effect to others, 
particularly Philipp Lenard. The photoelectric effect is one of several ways in 
which electrons can be emitted by materials. By the early 1900s it was known that 
electrons are bound to matter. The valence electrons in metals are “free”—they 
are able to move easily from atom to atom but are not able to leave the surface 
of the material. The methods known now by which electrons can be made to 
completely leave the material include
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So the intensity becomes


R(�, T ) =
2⇡c2h

�5

�kT

hc
=

2⇡ckT

�4
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Exercise class 
 
2. Light of wavelength 400 nm is incident upon lithium (%= 
2.93 eV). Calculate (a) the photon energy and (b) the stop- 
ping potential V0. 
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Exercise class 
 
2. Light of wavelength 400 nm is incident upon lithium (%= 
2.93 eV). Calculate (a) the photon energy and (b) the stop- 
ping potential V0. 


Solution: (a) 


          (b)  For the stopping potential, 


E =
hc

�
=

1.24⇥ 103

400
= 3.10 eV

eV0 = h⌫ � � = 3.10� 2.93 = 0.17 eV

V0 = 0.17 V
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Exercise class 
 3. (a) What frequency of light is needed to produce 
electrons of kinetic energy 3.00 eV from illumination of 
lithium?

(b) Find the wavelength of this light and discuss where it is 
in the electromagnetic spectrum. 
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Exercise class 
 
3. (a) What frequency of light is needed to produce 
electrons of kinetic energy 3.00 eV from illumination of 
lithium?

(b) Find the wavelength of this light and discuss where it is 
in the electromagnetic spectrum. 


Solution: (a) 
 h⌫ = �+
1

2
mv2max = 5.93 eV

⌫ =
E

h
=

5.93⇥ 1.6⇥ 10
�19

6.626⇥ 10�34
= 1.43⇥ 10

15
Hz

          (b) 
 � =
c

⌫
=

3.0⇥ 108

1.43⇥ 1015
= 210 nm

This is ultraviolet light, because the wavelength 210 nm is

below the range of visible wavelengths 400 to 700 nm 
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Exercise class 
 
4. Determine the de Broglie wavelength for a 54 eV 
electron used by Davisson and Germer. 
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Exercise class 
 
4. Determine the de Broglie wavelength for a 54 eV 
electron used by Davisson and Germer. 


Solution:  the kinetic energy of electron


p2

2m
= eV0

The de Broglie wavelength


� =
h

p
=

hcp
2mc2eV0

= 0.167 nm
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Exercise class 
 
5. In introductory physics, we learned that a particle (ideal 
gas) in thermal equilibrium with its surroundings has a 
kinetic energy of 3kT/2. Calculate the de Broglie 
wavelength for

 (a) a neutron at room temperature (300 K) and 

 (b) a “cold” neutron at 77 K (liquid nitrogen). 
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Exercise class 
 
5. In introductory physics, we learned that a particle (ideal 
gas) in thermal equilibrium with its surroundings has a 
kinetic energy of 3kT/2. Calculate the de Broglie 
wavelength for

 (a) a neutron at room temperature (300 K) and 

 (b) a “cold” neutron at 77 K (liquid nitrogen). 

Solution:  the kinetic energy of particle


p2

2m
=

3kT

2
The de Broglie wavelength


� =
h

p
=

hcp
3mc2kT

�(300 K) = 0.145 nm

�(70 K) = 0.287 nm


